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ABSTRACT

CONVOLUTIONAL NEURAL NETWORKS FOR EEG SIGNAL CLASSIFICATION IN

ASYNCHRONOUS BRAIN-COMPUTER INTERFACES

Brain-Computer Interfaces (BCIs) are emerging technologies that enable users to interact

with computerized devices using only voluntary changes in their mental state. BCIs have a

number of important applications, especially in the development of assistive technologies for

people with motor impairments. Asynchronous BCIs are systems that aim to establish smooth,

continuous control of devices like mouse cursors, electric wheelchairs and robotic prostheses

without requiring the user to interact with time-locked external stimuli.

Scalp-recorded Electroencephalography (EEG) is a noninvasive approach for measuring

brain activity that shows considerable potential for use in BCIs. Inferring a user’s intent from

spontaneously produced EEG signals remains a challenging problem, however, and generally

requires specialized machine learning and signal processing methods. Current approaches typ-

ically involve guided preprocessing and feature generation procedures used in combination

with with carefully regularized, often linear, classification algorithms. The current trend in ma-

chine learning, however, is to move away from approaches that rely on feature engineering in

favor of multilayer (deep) artificial neural networks that rely on few prior assumptions and are

capable of automatically learning hierarchical, multiscale representations.

Along these lines, we propose several variants of the Convolutional Neural Network (CNN)

architecture that are specifically designed for classifying EEG signals in asynchronous BCIs.

These networks perform convolutions across time with dense connectivity across channels,

which allows them to capture spatiotemporal patterns while achieving time invariance. Class

labels are assigned using linear readout layers with label aggregation in order to reduce suscep-

tibility to overfitting and to allow for continuous control. We also utilize transfer learning in

order to reduce overfitting and leverage patterns that are common across individuals. We show
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that these networks are multilayer generalizations of Time-Delay Neural Networks (TDNNs)

and that the convolutional units in these networks can be interpreted as learned, multivariate,

nonlinear, finite impulse-response filters.

We perform a series of offline experiments using EEG data recorded during four imagined

mental tasks: silently count backward from 100 by 3’s, imagine making a left-handed fist, vi-

sualize a rotating cube and silently sing a favorite song. Data were collected using a portable,

eight-channel EEG system from 10 participants with no impairments in a laboratory setting and

four participants with motor impairments in their home environments. Experimental results

demonstrate that our proposed CNNs consistently outperform baseline classifiers that utilize

power-spectral densities. Transfer learning yields an additional performance improvement, but

only when used in combination with multilayer networks. Our final test results achieve a mean

classification accuracy of 57.86%, which is 8.57% higher than the 49.29% achieved by our base-

line classifiers. In terms of information transfer rates, our proposed methods achieve a mean

of 15.82 bits-per-minute while our baseline methods achieve 9.35 bits-per-minute. For two in-

dividuals, our CNNs achieve a classification accuracy of 90.00%, which is 10–20% higher than

our baseline methods. A comparison with external studies suggests that these results are on par

with the state-of-the-art, despite our relatively rigorous experimental design.

We also perform a number of experiments that analyze the types of patterns our classifiers

learn to utilize. This includes a detailed analysis of aggregate power-spectral densities, exam-

ining the layer-wise activations produced by our CNNs, extracting the frequency responses of

convolutional layers using Fourier analysis and finding optimized input sequences for trained

networks. These analyses highlight several ways that the patterns our methods learn to utilize

are related to known patterns that occur in EEG signals while also creating new questions about

some types of patterns, including high-frequency information. Examining the behavior of our

CNNs also provides insights into the inner workings of these networks and demonstrates that

they are, in fact, learning to form hierarchical, multiscale representations of EEG signals.
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Chapter 1

Introduction

Brain-computer Interfaces (BCIs) are systems for establishing a direct channel of commu-

nication between the human brain and a computerized device [1–3]. Although there are many

potential applications for BCI systems, the development of assistive technologies for people

with motor impairments is a goal that appears to be attainable in the near future and one that

could offer significant benefits to individuals and society. For people with disabilities, assistive

devices that are controlled using BCIs may have the potential to restore their ability to com-

municate or perform daily tasks. For people with severe impairments, even BCIs with slow

communication rates may be invaluable. For those who have lost all or nearly all voluntary

motor function, a condition known as locked-in syndrome, BCIs may be their only means of

communication with the outside world [4–8].

A number of methods for observing changes in brain activity have been explored for use

in BCIs, ranging from functional nuclear Magnetic Resonance Imaging (fMRI) to electrode mi-

croarrays implanted directly into brain tissue [8–11]. Among these approaches, scalp-recorded

Electroencephalography (EEG) is a popular choice. EEG measures changes in electrical poten-

tials at the surface of the scalp caused by the synchronized firing of action potentials in neurons

near the cortical surface of the brain [12]. Since EEG is noninvasive, i.e., does not require surgi-

cal intervention, it can be safely and easily tested in people with or without motor impairments.

Modern EEG equipment is also small, portable and relatively inexpensive, making it suitable for

use in a variety of assistive devices. EEG also has a high temporal resolution, on the order of mi-

croseconds, which makes it well suited for use in real-time applications.

In Figure 1.1, we see an image of one of the participants in our study, who has quadriplegia,

wearing an eight-channel EEG cap while performing BCI experiments in his work environment.

Note that a small amount of electrically conductive gel is placed under each electrode in order

to reduce the impedance between the sensors and the scalp. In Figure 1.2, we see the layout and
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Figure 1.1: A participant with quadriplegia wearing an eight-channel EEG cap while performing BCI
experiments in their office.

T3 C3 Cz C4 T4

T5 P3 Pz P4 T6

O1 O2

F7 F3 Fz F4 F8

Fp1 Fp2

Figure 1.2: The layout and naming convention for EEG electrode placement in the 10/20 standard. Our
portable EEG system is configured to use the eight highlighted channels.
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Figure 1.3: A sample trace plot of a 10-second EEG segment. The vertical axis shows signal voltage in µV
spread across the eight channels and the horizontal axis shows time.

naming convention for EEG electrode placement according to the 10/20 standard. The first let-

ter of each site name corresponds to a region of the brain: Frontal, Central, Parietal, Temporal

and Occipital. The numbers further differentiate the sites and odd numbers are over the left

hemisphere of the brain while even numbers are over the right hemisphere. As we will describe

in Section 3.5.2, our EEG system is a portable eight-channel system configured to use the eight

sites highlighted in Figure 1.2. In Figure 1.3, we see a sample trace plot of a 10-second EEG seg-

ment. The vertical axis shows the signal voltage, separated by channel, and the horizontal axis

shows time.

Although EEG has a number of properties that make it well suited for use in BCIs, it also

involves a number of significant challenges that should be considered. Since EEG signals travel

through the various layers of meninges, skull and scalp, they tend to be spatially blurred and

are primarily representative of activity near the cortical surface of the brain. This results in a

partial and imprecise representation of the underlying neural activity. EEG signals also have

small magnitudes, on the order of microvolts, and are frequently contaminated with noise from

external sources, such as computer peripherals, household appliances and power mains. It is
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also common for EEG signals to contain artifacts from biological sources, such as ocular move-

ments, muscle contractions and cardiac rhythms. Noise and artifacts appear to be especially

prominent in real-world environments, where BCI systems are likely to be used [13]. The sheer

complexity of the human brain also suggests that EEG signals likely contain sophisticated spa-

tiotemporal patterns, a problem that is confounded by the fact that the brain is continually

performing multiple tasks in parallel.

Despite these challenges, a number of research groups have successfully demonstrated pro-

totype EEG-based BCI systems. Several software packages are now available for performing

BCI experiments [14–17] and several companies have begun to offer commercial BCI prod-

ucts [18, 19]. In recent years, several people who are nearly locked-in due to advanced Amy-

otrophic Lateral Sclerosis (ALS) have even begun using BCI systems for communication on a

daily basis [7, 20, 21]. Some research groups and clinics have also begun using BCI technology

for stroke rehabilitation [22] and assessment of consciousness [19, 23].

Although current BCI systems have clearly achieved a level of success, they often depend

on changes in EEG signals that can be reliably evoked by external stimuli. The P300 speller

paradigm is a notable example of a BCI design that leverages external stimuli [24, 25]. In a P300

speller, the BCI user attends to a letter that they wish to type among a grid of letters displayed

on a computer monitor. The rows and columns of the grid are then flashed in a random order.

When the letter that the user is attending to is flashed, a predictable waveform, known as an

Event-Related Potential (ERP), is produced in the user’s EEG signals. Although ERPs are difficult

to detect using a single trial, multiple repetitions of flashing can be used to deduce the row and

column of the letter that the user wishes to type.

BCI systems that leverage ERPs tend to be reliable; however, they also have a number of dis-

advantages that may hinder usability and performance. For instance, the use of external stimuli

can limit the user’s ability to attend to the task at hand and may result in fatigue after prolonged

use. Additionally, some potential BCI users may have an impaired ability to attend to external

stimuli [26]. The communication rate of ERP-based paradigms is also inherently limited by the
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rate at which the stimuli can be identified and by the time required for the progression of the

ERP. Finally, these types of BCI systems usually operate in a synchronous, time-locked fashion

that is not well suited for some types of control tasks. For example, moving a mouse cursor,

steering an electric wheelchair and operating a robotic prosthesis are all instances of tasks that

are difficult to achieve using synchronous BCIs.

Asynchronous BCI systems that do not rely on time-locked external stimuli have also been

proposed. BCIs that follow the Motor Imagery (MI) paradigm associate two or more imagined

motor movements with commands that the BCI system might perform [27–30]. For example, a

user might imagine moving their left hand to move a mouse cursor to the left or imagine mov-

ing their right hand to move the cursor to the right. These types of BCIs often leverage charac-

teristic patterns that occur in EEG signals during motor movements, regardless of whether the

movements are real or imagined. These patterns take the form of an increase or decrease in am-

plitude in µ and β rhythms, which roughly occur in frequencies between 8–14Hz and 14–30Hz

respectively, over the centro-parietal regions of the hemisphere of the brain that is contralateral

to the motor movement. Although it has been shown that some people with motor impairments

can control MI-based BCIs [31, 32], these systems typically have low communication rates and

often require extensive training. Furthermore, the fact that these systems rely on lateralized

changes in the EEG signals with similar frequency ranges and over relatively small regions of

the cortex, suggests that it may be difficult to differentiate between more than a few imagined

motor movements.

The Mental Task (MT) paradigm is an approach that generalizes MI to include various other

cognitive tasks [33–35]. For instance, a user might silently sing a song to move a mouse cursor

up, perform arithmetic to move the cursor down, imagine moving their left arm to move the

cursor left and imagine moving their right arm to move it to the right. Over time and with prac-

tice and feedback, it is hoped that performing these tasks may become second-nature. The MT

paradigm was inspired by a number of research projects in cognitive psychology that observed

various changes in the power spectra of EEG signals that occur when a user performs differ-
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ent mental tasks [33, 34]. Similar to the MI paradigm, the MT paradigm allows self-paced and

stimulus-free control. MT-based approaches may also be more appropriate for differentiating

between many distinct mental states, provided that the mental tasks are selected in a way that

elicits a variety of responses from different regions of the brain [36]. In other words, the wide

variety of patterns produced by different mental tasks may allow more degrees of control. Ad-

ditionally, it has been suggested that performing tasks that are not related to imagined motor

movements may be more appropriate for people who are paralyzed and unable to perform the

corresponding physical movements [37].

For these reasons, we believe that asynchronous BCIs that follow the MT communication

paradigm show considerable potential. Accordingly, these types of BCIs will be the focus of the

present work. Developing MT-based BCIs is a difficult task, however, because they lack the type

of clearly defined control signal that is typically found in other BCI systems. Furthermore, EEG

signals appear to be highly variable across individuals and over the course of time. As a result,

robust machine learning algorithms are required in order to infer the user’s intent by identifying

relevant patterns in their EEG signals. Improving the performance of these machine learning

methods is an important step toward creating practical MT-based BCI systems.

1.1 Challenges

Classifying EEG signals in asynchronous BCIs is a challenging problem that requires spe-

cialized methods. In order to precisely characterize the limitations of current approaches and

to guide us toward improved solutions, we have identified seven primary challenges that a suc-

cessful classification system should address.

Challenge 1: Time invariance.

Since asynchronous BCI paradigms are self-paced, i.e., they are not time-locked to external

stimuli, the classifier must be able to identify the relevant patterns in the signal regardless of
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starting time. In order to account for this, an appropriate classifier should tolerate arbitrary

shifts in time, i.e., it should be time invariant.

Challenge 2: Nonlinear and nonstationary spatiotemporal patterns.

A successful classifier should be capable of learning sophisticated spatiotemporal patterns. In

this context, a pattern is said to be spatial if it exists across multiple EEG electrodes and tem-

poral if it unfolds over the course of time. Although the exact types of patterns that are relevant

for this classification task have not yet been fully characterized, EEG signals have been shown

to have transient, nonstationary and nonlinear properties [38, 39].

Challenge 3: Patterns at multiple time scales.

Patterns in EEG signals are known to occur at multiple time scales. For example, slow cortical

potentials occur below 1Hz while α-rhythms occur between 8–16Hz . Although multiscale in-

teractions are not yet fully understood, we suspect that an effective classifier should be able to

identify patterns that occur across multiple time scales.

Challenge 4: Noise and artifacts.

As we have previously discussed, EEG signals are susceptible to various types of noise and ar-

tifacts. A successful classifier should be robust to these types of interference. This is especially

true if the BCI system is to be usable outside of a controlled environment.

Challenge 5: Undersampling and high dimensionality.

Only a relatively small amount of data can be reasonably collected during a BCI calibration

phase. If a long calibration procedure is required, the user may become fatigued or frustrated

with the usability of the BCI system. This problem is exasperated by the relatively high dimen-

sionality of EEG data. For instance, an eight-channel EEG signal sampled at 256Hz results in

2,048 observations per second. A suitable classifier should be able to perform well given this rel-
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atively high dimensionality and while using only about 10–15 minutes of subject-specific EEG

data for calibrating the system. Note, however, that it may be feasible to utilize information that

is not subject specific by incorporating prerecorded EEG signals.

Challenge 6: Interpretation.

Identifying the types of patterns that a classifier learns and interpreting their significance is

important for several reasons. First, the ability to interpret the results of a classifier can lead to

improvements in BCI configuration and design. For instance, if it is noted that two mental tasks

produce similar brain activity, it may be beneficial to replace one of the tasks with another that

produces a more distinct response. Similarly, interpretation may lead to improvements in elec-

trode placement or signal preprocessing methods. The ability to analyze the patterns learned

by the classifier may also lead to new insights into human cognition, neuroscience and electro-

physiology. The process of engineering BCIs is inextricably linked to the science of the human

brain.

Challenge 7: Real-time performance.

In order for a classifier to be practical for use in BCI systems, it must be possible to use the clas-

sifier interactively. The classifier should train in a matter of minutes and it should be possible

to evaluate the classifier in less than one second. Furthermore, any tuning or hyperparameter

selection that may be required on a session-to-session basis should be easily performed auto-

matically or by a non-expert in only a few minutes.

1.2 Problem Statement

Unfortunately, current approaches for classifying EEG signals in asynchronous BCIs, which

are discussed in detail in Chapter 2, have not achieved the levels of performance that are re-

quired by many practical applications and have largely been confined to controlled laboratory

environments. We assert that these approaches do not fully address all of the challenges de-
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scribed in the previous section and that new methods are required in order to improve the reli-

ability and communication rates of MT-based BCIs.

Many current approaches focus on being easily interpreted and capturing patterns that are

known or assumed to exist in EEG signals. For example, analyzing the amplitude or power

content of EEG signals across a range of frequencies bands is relatively straightforward to in-

terpret and many of these frequencies are known to vary across mental tasks. Although these

approaches have been used with a degree of success in the past, we will show that they have a

limited ability to capture several types of patterns, including spatial and nonstationary infor-

mation, that may be important for classifying EEG signals.

Current approaches also rely heavily on filtering, feature selection and dimensionality re-

duction in order to address noise and undersampling. These procedures generally rely on strict

prior assumptions about the nature of the patterns found in EEG signals and can lead to the

loss of useful information. Furthermore, establishing these procedures can be time consum-

ing, involve extensive manual intervention and it is often unclear how well these procedures

generalize across subjects, sessions and environments.

The use of simple linear models is also quite prevalent in current approaches. Although lin-

ear models often appear to work well, we suspect that the success of these approaches largely

results from their robustness to overfitting and that information loss during preprocessing may

prevent nonlinear methods from leveraging more sophisticated patterns. Evidence of nonlin-

ear dynamics in EEG signals recorded during various mental tasks supports the notion that

nonlinear patterns may be valuable for EEG signal classification [39, 40].

Given the complexity of the human brain, we believe that EEG signals likely contain a variety

of sophisticated patterns that have not yet been identified. Approaches that discard informa-

tion and rely on prior assumptions about the data may have a limited ability to identify new

types of patterns. As researchers, the use of algorithms that rely on our prior knowledge may

also limit our insights while serving to reinforce our previous conceptions about the types of

patterns contained in EEG signals.
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There are many questions about the nature of EEG signals that remain to be answered and

further research is clearly required. In order to develop the next generation of EEG classification

and analysis algorithms, we believe that constraints and prior assumptions should be loosened.

Instead, we should explore general methods that are capable of automatically filtering, identi-

fying and exploiting a wide variety of patterns that may be found in EEG signals.

1.3 Proposed Solution

The recent trend in machine learning has been to move away from models that involve large

amounts of manual engineering in favor of multilayer artificial neural networks that are capable

of automatically learning hierarchical, multiscale representations. These approaches, known as

deep networks, have enjoyed considerable success on a number of challenging problems [41].

Of particular interest are a class of deep networks known as Convolutional Neural Networks

(CNNs) [42, 43]. CNNs have gained considerable traction in the computer vision community

and are able to learn multiscale representations of images that generalize well and are robust

to shifts and other types of deformations [44–49]. One of the principal advantages of CNNs

is their ability to identify patterns and learn effective representations without requiring hand-

crafted solutions for preprocessing, filtering, feature selection and dimensionality reduction,

which can all lead to information loss.

Following these principals, we will introduce several variants of the CNN architecture that

are designed to address the challenges described in Section 1.1 while relying on few prior as-

sumptions and avoiding procedures that discard potentially useful information. These net-

works leverage convolution across time in order to achieve time invariance. Since weights are

shared across time, they generally have fewer parameters to tune than a fully connected net-

work, which helps to address problems with noise and undersampling. Nonlinear spatiotem-

poral information can be captured by extending the convolutional window across channels and

through the use of nonlinear transfer functions. Each artificial neuron in our CNNs can be in-

terpreted as a nonlinear, multivariate, finite impulse-response filter. Since the parameters of
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these filters are found automatically, they rely on few prior assumptions, and the only manual

tuning required is the selection of their width and cardinality. The characteristics of these filters

can be explored using techniques from time and frequency domain analysis and by examining

the learned weights. The layers of these networks can then be stacked and the output of each

layer downsampled in order to encourage the network to learn patterns at multiple time scales

and different levels of abstraction.

In the standard CNN design, a series of stacked convolutional layers is followed by one or

more fully connected layers that assign final class labels. In this setting, however, fully con-

nected layers are prone to overfitting because of the large number of parameters that they re-

quire and due to the small amount of data we have available. Fully connected layers are also not

well suited for achieving smooth and continuous control because they produce a single class la-

bel for fixed-length segments of the signal. As an alternative, we explore the use of sliding linear

softmax layers, with a single time-step width, combined with a label aggregation strategy. This

approach reduces the number of free parameters while also providing a great deal of flexibility

when designing BCI applications.

In order to further mitigate problems with noise, undersampling and overfitting, utilize a

transfer learning approach where the networks are first trained to classify data recorded from

other participants and subsequently fine-tuned on an individual basis. This allows the net-

works to learn features and signal representations that are common across mental tasks or are

generally useful for processing EEG signals. The types of patterns that these network learn to

utilize can be explored by using optimization techniques to learn optimal input sequences and

then examining the types of patterns that the network expects to perform well.

Several research groups have recently proposed methods for using CNNs to classify EEG

signals in BCIs [50–53], which we will further review in Section 2.2.3. This research is in its in-

fancy, however, and there are a number of questions that remain to be answered and problems

that have yet to be solved. The primary goal of the present work is to establish an effective and

generic strategy for using CNNs to classify asynchronous EEG signals while relying on few prior
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assumptions. The CNNs that we will introduce incorporate a number of innovations that en-

able them to classify a broad set of mental tasks using only minimally preprocessed EEG signals,

despite the various challenges that we have described. We will also provide a detailed analysis

of how EEG signals tend to vary across individuals and mental tasks and lay a new foundation

for interpreting the types of patterns that our proposed CNN learn to utilize.

1.4 Outline of Remaining Chapters

In Chapter 2, we will begin with a brief review of current methods for classifying EEG sig-

nals in MT-based BCIs and we will discuss the advantages and disadvantages of each approach.

This investigation will demonstrate that current methods often rely on prior assumptions and

manual feature engineering and have a limited ability to capture some important types of pat-

terns. We will then offer a brief introduction to deep learning and CNNs and we will describe

how these approaches relate to biological neural networks and how they have been successfully

applied to problems in computer vision, BCIs and other domains. We will then assert that the

key tenants of these approaches, including hierarchical and multiscale representations, local

receptive fields and few prior assumptions, are potentially valuable for classifying EEG signals.

In Chapter 3, we will provide complete descriptions of all of our methods, including sev-

eral baseline classifiers and proposed network architectures. These methods will range from

implementations of current approaches to variants of multilayer CNNs with transfer learning

and modified readout layers. We will present formal, mathematical descriptions for each ap-

proach as well as analytical and experimental methods for interpretation and analysis. We will

also provide descriptive insights into the reasoning behind each of these methods and we will

discuss how these networks are specifically designed to address the challenges described in Sec-

tion 1.1. We will also describe the participants and procedures used to collect the dataset that

will be used in subsequent experiments, which utilizes a portable EEG system and includes data

recorded from participants with motor impairments in their home environments.
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In Chapter 4, we will perform an in-depth analysis of the various design choices and hyper-

parameters associated with each of our classification approaches. These analyses will show

how various components of our proposed networks, such as label aggregation, multiple layers,

pooling and transfer learning, yield incremental improvements in performance. We will then

present our final test performance results, which will demonstrate that our proposed CNNs

achieve a valuable improvement in performance over our baseline methods, especially when

multiple layers and transfer learning are utilized in combination. We will also examine the

performance of each individual mental task and their confusion matrices, which will lead to

several insights into how mental tasks should be selected in practical BCIs. We will then per-

form a cursory comparison of our methods with external studies in order to demonstrate that

we are competitive with the state-of-the-art and we will closely examine the tradeoffs between

the responsiveness and accuracy of our proposed and baseline methods.

In Chapter 4, we will also perform a number of experiments that are designed to analyze

the types of patterns found in these EEG signals and explore how our baseline methods and

proposed CNNs learn to leverage these patterns. These experiments will provide a number of

insights into how each of our methods functions and will demonstrate that our proposed CNNs

do, in fact, learn to form multiscale hierarchical representations of EEG signals. We will also ex-

amine how some of the patterns found in our EEG signals align with our current understanding

of EEG signals and the human brain and we will also discuss the importance of noise, artifacts,

attention and high-frequency information.

In Chapter 5, we will provide a summary of this work along with discussion about our key

results and findings. Notably, we will assert that there is strong evidence for using multilayer

CNNs for classifying asynchronous EEG signals, provided that several key architecture princi-

pals are incorporated into these networks, which include small networks with careful regular-

ization, single axis convolution, transfer learning and label aggregation readout layers. Finally,

we will provide some discussion around questions that remain open and potential future direc-

tions for expanding upon this research.
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Chapter 2

Background

EEG Signal Signal
Representation

Classification
Algorithm

Instruction

User
Device

Feedback

Features

Acquisition &
Preprocessing

Figure 2.1: The basic components and flow of information in a generic BCI system. The signal is first
acquired from the user, converted to a digital signal and some preprocessing is typically performed. The
signal is then converted to a representation that is useful for capturing the desired types of patterns.
Features are then extracted from the representation and passed to a classifier that attempts to identify
the user’s mental state. The label from the classifier can be used to send an appropriate instruction to
the device being controlled. Finally, the user receives feedback about the action that the system has
performed.1

In general, a BCI system consists of five components arranged to communicate in a feed-

back loop, depicted in Figure 2.1. First, the user alters their mental state in a way that conveys

their intent according to an established communication protocol. In this setting, the communi-

cation protocol follows the MT paradigm, where a number of mental tasks are associated with

instructions to the BCI. Next, the EEG acquisition system monitors changes in the user’s brain

activity and outputs a multivariate EEG signal as a function of time versus voltage for each elec-

trode site, known as a channel. This step typically includes analog-to-digital conversion along

1Portions of this image were adapted from free artwork found on http://www.openclipart.org
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with some preprocessing, e.g., referencing and bandpass filtering. Next, the EEG signal is trans-

formed into a useful representation, typically as either a function of time (time domain) or else

as a function of its frequency content (frequency domain) or some combination of both. This

step also includes any automatic or manual feature selection procedures. The resulting features

are then passed along to a classifier which, in turn, attempts to identify the mental state of the

user. The label assigned by the classifier is then associated with an instruction that is sent to

the device that the user wishes to control. Finally, the loop is closed as the user receives feed-

back from the controlled device. In a stimulus-free BCI system, as we are interested in here, this

feedback is typically an observation of the action taken by the device to be controlled or an in-

dicator on a computer console. Among these stages, we are primarily interested in preprocess-

ing, representation and classification; although, the other components will also be important

to consider in some contexts.

In this chapter, we will first review several state-of-the-art approaches for representing and

classifying asynchronous EEG signals. We will also discuss the advantages and potential lim-

itations of each approach in the context of the challenges we have defined in Section 1.1. We

will then offer a brief introduction to deep learning along with some discussion about why these

types of models are often successful. We will then introduce CNNs within the important context

of computer vision followed by a review of previous work using CNNs to classify EEG signals.

2.1 Current Approaches

A number of approaches have been proposed for classifying EEG signals in MT-based BCIs

[33, 34, 36, 54–66]. These approaches typically involve one of several types of signal represen-

tations that may be combined with a number of different classification algorithms. It is worth

noting that simple linear classifiers are prevalent and often appear to work well [67,68], despite

the fact that EEG signals are known to exhibit nonlinear and nonstationary behavior. In this

section, we will closely examine the most common methods for representing EEG signals in

MT-based BCIs, including power spectral densities and common spatial patterns. For each of
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these signal representations, we will provide concrete examples of patterns that cannot be ade-

quately captured. This analysis will demonstrate the limitations of current approaches and will

provide insights into why linear classifiers often perform best when combined with these sig-

nal representations. We will then describe the more generic time-delay embedding approach,

which will provide a direct transition into our discussion of deep learning.

2.1.1 Power Spectral Densities

Power Spectral Densities (PSDs) are a popular choice for representing EEG signals in MT-

based BCIs and were one of the first approaches proposed in the seminal work by Keirn and

Aunon [33, 34, 54, 67, 69, 70]. PSDs represent a signal as power density (µV 2/H z) across a spec-

trum of frequencies. The PSD of an EEG segment is estimated separately for each channel,

which can be viewed as a univariate time series,

s = s1, s2, . . . , sT , (2.1)

where T is the number of timesteps in the signal segment and st is the signal voltage in µV at

time t . The Discrete Fourier Transform (DFT) is then used to represent s as a sum of sine and

cosine waves in the complex domain.2 The DFT is defined as

Fk {s} =
T∑

t=1
st ·e−i 2πkt/T (2.2)

=
T∑

t=1
st · [cos(2πkt/T )− i · sin(2πkt/T )], (2.3)

for k = 1, . . . , T . Note that F {s} has the same length as s and is said to be a frequency-domain

representation. For real-valued signals, as is the case here, F {s} is symmetric about T
2 and the

values F f {s} for f = 1, . . . , T
2 correspond to equally spaced frequency components between

2In practice, the efficient Fast Fourier Transform (FFT) algorithm is used to compute the DFT.
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zero Hertz, also called direct current (DC), and the Nyquist rate of the signal, which is 1
2 of the

sampling rate, R.

The phase offset of each frequency component is encoded as the complex argument,

arg
(
F f {s}

)
, and the amplitude of each frequency component is encoded as the complex mod-

ulus, |F f {s}|. The power of each component is proportional to the square of the amplitude and,

in order to achieve units that account for the symmetry of the DFT and that can be compared

across segments with different lengths and sampling rates [71], we scale the powers so that

PSD f {s} = 2|F f {s}|2
RT 2

for f = 1, 2, . . . ,
T

2
. (2.4)

Since PSDs do not incorporate phase information, they are inherently time invariant. In

other words, PSDs are insensitive to shifts in time because they only utilize the amplitudes of

the sine waves that are used to fit the signal and not the phase offsets. In Figure 2.2, we see

a PSD plot of the same 8-channel, 10-second EEG segment that we previously illustrated as a

trace plot in Figure 1.3.
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Figure 2.2: A sample PSD plot of the same 10-second EEG segment shown in Figure 1.3. The vertical axis
is an estimate of the signal’s power across the frequency spectrum on the horizontal axis.
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In order to perform classification, the PSD is computed for each EEG channel separately and

these features are then concatenated into a single vector that can then be passed to a number

of generic classification algorithms. In Section 3.1, we will present several, relatively standard,

algorithms for filling this role.

Since EEG signals tend to be noisy, the resulting PSDs typically have a large amount of vari-

ability between segments and frequency components. This is often true even for adjacent fre-

quency components, as can be seen in Figure 2.2. Also, recall that the number of frequency

components in a PSD is 1
2 the number of timesteps in the original signal, meaning that a plain

PSD provides a modest 2:1 dimensionality reduction.
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Figure 2.3: A sample Welch PSD plot of the same 10-second EEG segment shown in Figure 1.3. Note
that Welch’s method results in fewer frequency components with less noise. The inset axis highlights the
subtle differences in power content across channels in the 2–16Hz frequency range.

Welch’s method is a common technique for both reducing the noise in a PSD and also further

reducing its dimensionality [71]. As depicted in Figure 2.4, Welch’s method works by splitting

the original signal into a number of overlapping segments that are then multiplied by a window

function. In our experiments, we refer to the width of the window as the span, ω, and always

use a 50% overlap and a Hann window function. Note that the window function reduces the
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Figure 2.4: A schematic of Welch’s method for estimating PSDs. First, the EEG segment is split into Hann
windows with 50% overlap. The magnitude of the DFT is then computed for each window. Finally, the
DFTs are scaled and averaged together. This yields an estimate of the power of the signal across the
frequency spectrum. The resulting PSD has lower frequency resolution but is smoother and has reduced
dimensionality.
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effect of overlapping so that each window has a primary focus around the center. The PSD

is then computed for each individual window and, finally, the windows are averaged in order

to produce the Welch PSD. Since each window has fewer timesteps than the original signal,

the Welch PSD has fewer frequency components, which results in additional dimensionality

reduction. Since the windows are averaged, the Welch PSD also tends to be smoother and have

less variability, which is a form of noise reduction. In Figure 2.3, we again see a PSD plot of the

same EEG segment, but now using Welch’s method withω= 1 second. Note that the PSD is now

much smoother and contains fewer frequency components.

PSDs address most of the challenges stated in Section 1.1. They are able to achieve time

invariance by omitting phase information, mitigate noise and undersampling through Welch’s

method, they can be easily interpreted and they can be used in real time. There are, however,

several types of patterns that PSDs are not capable of representing or that may lead to counter-

intuitive results [72]. For instance, PSDs are not able to capture differences in phase that occur

across EEG channels. This is illustrated in Figure 2.5 using two sine waves that have identical

frequencies but with phase offsets that differ by π radians. The fact that the resulting PSDs are

identical demonstrates how PSDs cannot capture differences in relative phase in a multivariate

signal. Although the inclusion of phase synchronization measures have been explored for use

in MT-based BCIs [73], estimating these metrics across various channels and frequency bands

can lead to a combinatorial explosion of features.

PSDs are also not capable of modeling the ordering of events that occur within a given sig-

nal segment. In order to illustrate this, consider Figure 2.7, which shows two sinusoidal chirps

that sweep linearly from low-to-high and high-to-low frequencies, respectively. Although the

ordering of events within these signal segments is clearly different, the corresponding PSDs

are identical. This effect can be attributed to the fact that the DFT fits the signals using only

periodic sinusoids and because the phase offsets of these sinusoids are discarded when con-

structing PSDs. This example also highlights why PSDs are poorly suited for modeling patterns

that are nonstationary, i.e., where the characteristics or distribution of the signal vary over time.
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(b) PSD plots of the same two signals.

Figure 2.5: A demonstration of the inability of PSDs to capture differences in phase across channels. (a)
Trace plots of two sinusoids with identical frequencies but different phase offsets. (b) PSD plots of the
same two signals. Although the signals have different phase offsets, their PSDs are identical.
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(a) Trace plots of two chirps sweeping from low-to-high
and high-to-low frequencies.
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(b) PSD plots of the same two signals.

Figure 2.6: A demonstration of the limited ability of PSDs to capture the ordering of events and model
nonstationary patterns. (a) Trace plots of two chirps sweeping from 0–10Hz and 10–0Hz respectively.
(b) PSD plots of the same two signals. Despite the fact that the ordering of events within these signal
segments is different, the PSDs of both signals are the same.
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(a) Trace plots of two signals that are periodic but not
pure sinusoids.
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(b) PSD plots of the same two signals.

Figure 2.7: A demonstration of how signals that are not pure sinusoids can yield PSDs that are difficult to
interpret. (a) Trace plots of two signals that are periodic but not sinusoidal. (b) PSD plots of the same two
signals. Although the DFT is able to fit these signals, it does so using a number sine waves, or harmonics,
with different frequencies. This results in a number of peaks in the PSD that are not representative of the
true period of the signals.

Although it is possible to partially counteract these limitations by computing a series of PSDs

over relatively short segments, this approach would reduce frequency resolution and place an

additional burden on the subsequent classification stage to maintain time invariance while also

modeling temporal information across multiple PSDs.

Some types of signals can also lead to counter-intuitive results when interpreting PSDs. Al-

though the DFT is capable of forming a precise and invertible representation of any discrete

signal segment, it is possible for the resulting PSDs to yield an incomplete or misleading char-

acterization of the signal. For instance, Figure 2.7 shows two signals that both oscillate with a

period of two but are generally not considered to be sinusoids. The corresponding PSDs show

a number of peeks at various frequencies that represent the sine waves used to fit these signals.

Despite the fact that these PSDs are technically accurate, it may be challenging for an observing

researcher or classification algorithm to establish that these peaks result from a single wave-

form rather than distinct sinusoidal components that are superimposed in the same channel.

In other words, it can be difficult to distinguish between waveforms that are not pure sinusoids

from a mixture of sinusoidal signals that are generated by different sources within the brain.
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PSDs are clearly not well suited for modeling some types of patterns, including multivariate

phase differences, the ordering of events within segments and patterns that are nonstationary

or not pure sinusoids. If these types of patterns are present in EEG signals, then they may be

overlooked or mischaracterized by models that rely on PSDs. Nevertheless, PSDs are commonly

used in EEG signal analysis and are generally considered a state-of-the-art approach in asyn-

chronous BCIs. Since PSD-based approaches have enjoyed considerable success in the past, we

will closely examine these methods in Section 3.1 and use them to establish a carefully tuned

baseline classifier. We will then use this baseline classifier as a benchmark for examining the

performance of our proposed CNNs in Chapter 4.

2.1.2 Common Spatial Patterns

Common Spatial Patterns (CSP) is another popular method for generating features in asyn-

chronous BCIs. Although CSP was originally proposed for use in MI-based BCIs [30, 74–76], it

has also been explored for use in more general MT-based paradigms [36,56]. CSP seeks to find a

linear transformation matrix that projects EEG segments onto a new orthogonal basis that sepa-

rates the spatial variance, i.e., across channels, so that early components capture more variance

for one class and later components capture more variance for another class. The variances of a

subset of these components can then be passed to a subsequent classification stage.

In order to describe this process more concretely,3 assume that we have two EEG segments,

Sa and Sb , which are training examples from two different classes. Both of these segments can

be described as matrices,

S =



s1,1 s1,2 s1,3 . . . s1,N

s2,1 s2,2 s2,3 . . . s2,N

s3,1 s3,2 s3,3 . . . s3,N

...
...

...
. . .

...

sT,1 sT,2 sT,3 . . . sT,N


, (2.5)

3Although the derivation of CSP presented here is commonly found in the literature, Knight offers an alternative
presentation as a generalized singular value problem [77].

23



where T is the number of timesteps in the segment and N is the number of channels. Assuming

that our EEG segments have been mean-centered, i.e., each column has been shifted to have

zero mean, then we can express the covariance matrices as

Ca = STa Sa (2.6)

Cb = STb Sb (2.7)

and we can express the composite covariance matrix for both classes as

Cc = Ca +Cb . (2.8)

We can then use an eigenvalue decomposition to factor Cc into

Cc = UλUT. (2.9)

This allows us to define a whitening matrix,

P =λ− 1
2 UT, (2.10)

which equalizes the variances so that the eigenvalues of PCc P are all equal to one. We then

apply this whitening transform to Ca and Cb so that

Ha = PCaPT (2.11)

Hb = PCbPT. (2.12)
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Note that Ha and Hb have the same eigenvectors and can be factored as

Ha = QΨaQT (2.13)

Hb = QΨbQT (2.14)

with

Ψa +Ψb = I. (2.15)

Since Ψa and Ψb sum to one and assuming that our eigenvalues are in decreasing order, it is

clear that columns of Q that capture large amounts of the variance in the whitened matrix Ha

must also capture smaller amount of the variance in Hb .

In order to leverage this, we then define a linear transformation matrix,

W = PTQ, (2.16)

which applies the whitening transform followed by a projection onto the columns of Q. When

an EEG segment is multiplied by W, we expect that the resulting transformed segment,

Ŝ = SW, (2.17)

will have higher variance in the first columns of Ŝ if S belongs to class A and higher variance in

the later columns if S belongs to class B , at least to the extent possible given our constraints of

linearity, orthogonality and a purely spatial transformation.

In a classification pipeline that utilizes CSP, several columns of Ŝ are selected, usually sev-

eral of the lowest and highest, and the variance is computed for each of these columns. These

variances are then passed as features to a subsequent classification stage, which is typically a

linear model. This procedure can lead to considerable dimensionality reduction. If, for exam-

ple, the two highest and two lowest variances are used as features, then the dimensionality of

the EEG segment is reduced to a mere four dimensions, regardless of the length of the segment.
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(a) Trace plots and channel variances of narrow-band signals.
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(b) Trace plots and channel variances of resulting CSP components.
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(c) Parametric plots of the signals versus CSP components on a plane.

Figure 2.8: An illustration of how CSP can separate the signal variances for two classes of signals both
consisting of two-channel, noisy, narrow-band sinusoidal signals. (a) Signal-1 consists of two sine waves
with a phase difference of π radians. Signal-2 consists of two sine waves with identical phase offsets.
The variances are divided roughly equally among both channels in both classes. (b) CSP components for
both signals. CSP-1 shows that most of the variance for Signal-1 is now in the first component. In CSP-
2, most of the variance for Signal-2 is now in the second component. (c) Parametric plots of the signal
channels (left) and CSP components (right). CSP performs a rotation to move most of the variance for
Signal-1 to the first CSP component and most of the variance for Signal-2 to the second CSP component.
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Note that while CSP is usually formulated for binary classification, multiclass generalizations

have been proposed and, of course, one-to-one and one-to-many formulations can always be

constructed [56, 78].

In Figure 2.8, we see a simple example of CSP applied to two classes of signals that each have

two channels. Figure 2.8a shows trace plots of both signals as well as the variance across each

channel. The first class, Signal-1, consists of two noisy sine waves with identical frequency and

a phase difference of π radians. The second class, Signal-2, consists of two noisy sine waves

with identical frequencies and identical phase offsets. Figure 2.8b shows the trace plots and

variances of the CSP components, i.e., columns of Ŝ, for both signals. In these plots, CSP-1 is

the result of applying W to Signal-1 while CSP-2 is the result of applying W to Signal-2. Note

that CSP-1 has higher variance in the first component while CSP-2 has higher variance in the

second component, indicating that CSP was able to achieve good separation of the class vari-

ances. Figure 2.8c illustrates how this separation is achieved by plotting the channels of the

original signal and then the CSP components on a plane as a system of parametric functions

of time. Before CSP is applied, the variance for both signals is spread roughly equally across

both channels. Applying the CSP transform W then performs a rotation that places most of the

variance for Signal-1 on the first CSP component and most of the variance for Signal-2 on the

second CSP component.

For a narrow-band signal, i.e., a signal that contains a narrow range of frequencies, the vari-

ance of a channel is equivalent to band-power, or the mean-squared amplitude, of the signal.

In MI-based BCIs, we often assume that there will be reliable changes in amplitude in the rela-

tively narrow-band µ and β ranges. In this case, CSP can be an effective method for learning the

spatial distribution of the band-power in these ranges, provided that the signal is first bandpass

filtered to discard other frequency ranges. In the more general MT paradigm, however, we do

not necessarily know a priori which frequency ranges might be useful. Unfortunately, CSP does

not generally provide a good separation of signal variance in the case of broad-band signals.
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(b) Trace plots and channel variances of resulting CSP components.
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(c) Parametric plots of the signals and CSP components on a plane.

Figure 2.9: An illustration of how CSP can fail to separate the signal variances for two classes of noisy,
two-channel sinusoids with different frequencies. (a) Signal-1 and Signal-2 both consist of two sine
waves with a phase difference of π radians. Frequencies are the same within each class and different
across classes. The variances are divided roughly equally across the two channels in both classes. (b)
CSP components and variances for both signals are largely unchanged from the original signals. (c)
Parametric plots of the signal channels (left) and CSP components (right). Since both signals lie on the
unit circle, there is no linear transform that can separate the variances.
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Figure 2.9 presents a simple example of a case in which CSP is unable to differentiate be-

tween two classes of signals that contain different frequencies. In Figure 2.9a, we again see

trace plots and the channel variances for two classes of signals. Signal-1 and Signal-2 consist

of two sine waves with a phase difference of π
2 radians. Unlike our first example, however, the

frequencies are now different between the two classes of signals, i.e., they are no longer narrow-

band across classes. In Figure 2.9b, we see the CSP components for each signal. Note that CSP

is unable to separate the variances. Figure 2.9c illustrates why this is the case using parametric

plots of the signal channels and CSP components. Specifically, all of the data points for both

Signal-1 and Signal-2 lie on the unit circle. As a result, there is no linear transform that can

rotate this space in a way that separates the variances in the channels of the original signal.

Although CSP addresses a number of the challenges listed in Section 1.1, it also suffers from

several important limitations. Time invariance is achieved by using only the variances of the

CSP components over a brief window. Using only the variances may discard important infor-

mation, including the ordering of events within the window. Noise and undersampling are par-

tially handled by using bandpass filters to isolate relevant narrow-band signals and through the

dimensionality reduction that is provided by selecting CSP components and by using only the

signal variances. As we have previously discussed, however, these procedures are time consum-

ing, rely on prior assumptions and can lead to information loss. CSP is computationally efficient

and can be interpreted by mapping the weights and variances of each component back to the

surface of the scalp; however, it is generally not possible to precisely characterize nonlinear,

temporal or multiscale patterns.

Although CSP has been quite successful in MI-based BCIs, it clearly has a number of limita-

tions that make it ill suited for use in broader EEG classification tasks. In fact, we believe that

CSP is a good example of an approach that works well only under a set of strict prior assump-

tions, i.e., linear, narrow-band signals with spatially distributed difference in signal amplitude.

CSP also requires extensive manual guidance and feature selection in order to construct appro-

priate frequency bands and CSP components.
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2.1.3 Time-Delay Embedding

Time-Delay Embedding (TDE) is a general, time-domain method for capturing localized

patterns in EEG signals that was proposed for use in MT-based BCIs by Anderson, et al. [63–66].

TDE incorporates signal values across channels and over a window of time, which allows it to

capture spatiotemporal information while relying on few prior assumptions. If we again con-

sider the matrix representation of an EEG segment, as described in (2.5), then the TDE repre-

sentation can be expressed as

E {S; d} =



s1,1 s2,1 . . . sd ,1

s2,1 s3,1 . . . sd+1,1

s3,1 s4,1 . . . sd+2,1

...
...

. . .
...

sT−d+1,1 sT−d+2,1 . . . sT,1︸ ︷︷ ︸
Time embedding for first channel

s1,2 s2,2 . . . sd ,2

s2,2 s3,2 . . . sd+1,2

s3,2 s4,2 . . . sd+2,2

...
...

. . .
...

sT−d+1,2 sT−d+2,2 . . . sT,2︸ ︷︷ ︸
Time embedding for second channel

. . . sd ,N

. . . sd+1,N

. . . sd+2,N

. . .
...

. . . sT,N


,

(2.18)

where N is the number of channels, T is the number of timesteps and d is the width of the

window, also known as the embedding dimension. E {S; d} contains the same signal values as S

but rearranged with some duplication so that each row of E {S; d} contains the information from

d adjacent rows of S. In other words, each row of E {S; d} contains signal values from across all

channels during a window of time that spans d adjacent timesteps.

The rows of E {S; d} can be viewed as feature vectors that contains localized spatiotemporal

information that can then be passed to a subsequent classifier. Although any number of classi-

fication algorithms may be suitable for this role, previous work by Anderson, et al., has demon-

strated that nonlinear feedforward neural networks appear to outperform linear and quadratic

discriminant analysis [66].

Unlike the previous approaches that we have examined, TDE generally produces a class

label for every timestep in the EEG segment. For applications that require smooth and con-

tinuous control, this property may be advantageous. It is important to note, however, that the
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rate at which this information is delivered is generally much faster than a user can change their

mental state. The noise and high sampling rate of EEG signals may also cause this raw control

signal to fluctuate rapidly and lack the type of smooth and reliable behavior that BCI applica-

tions typically require.

One can imagine a number of potential approaches for smoothing and improving the re-

liability of these control signals. For instance, moving average, bandpass or other denoising

filters could be explored. Alternately, a slower fixed-rate control signal could be provided by

aggregating class labels over a brief period of time using voting or averaging schemes. This is

similar to the approach used by Lawhern, et al., and to the approach that we will propose in

Section 3.2.1 [52]. In our previous work, we have also proposed the use of an evidence accumu-

lation strategy that builds confidence over the course of time in order to deliver a more reliable

but variable-rate control signal [66]. This approach allows a BCI to only perform an action when

it is sufficiently confident in the user’s intent. Overall, the flexibility provided by TDE allows a

BCI system to be tailored to a wide variety of potential requirements, ranging from applications

that are fast but not necessarily reliable to mission-critical applications where reliability is more

important than speed.

TDE is a general approach that addresses many of the challenges that we have outlined in

Section 1.1. TDE encourages time invariance because all windows of size d are considered, i.e.,

the classifier is trained to label each window of the segment, regardless of its starting time. It is

also capable of capturing spatiotemporal patterns, provided that the patterns are localized in

time and that the subsequent classifier has sufficient expressive power. TDE does not discard

information, except for the way that the embedding dimension limits the length of patterns

that can be captured. TDE also does not rely on prior assumptions about linearity, stationarity,

phase relationships or the bandwidth of the signals. TDE may be less susceptible to problems

with undersampling because the classifier is presented with a separate training example for

each timestep, as opposed to a single example per EEG segment. Noise and undersampling can

31



also be addressed by limiting the size of the embedding dimension, which limits the dimen-

sionality of the representation, and also through preprocessing and classifier regularization.

Despite the favorable aspects of TDE, it also suffers from several significant limitations. First

of all, there is an important tradeoff between the size of the embedding dimension, the dimen-

sionality of the representation and the length of the temporal patterns it can capture. For small

values of d , the dimensionality of the representation is small and problems with noise, un-

dersampling and overfitting are likely to be reduced; however, only short-term patterns can

be captured. For larger values of d , on the other hand, longer-term patterns can be captured

but the dimensionality of the representation is large and overfitting is likely to be problematic.

Similarly, TDE does not encourage multiscale patterns to be leveraged; instead, each point in

time is considered equally. TDE can also be challenging to interpret. Although a number of

standard methods can be used to examine the patterns learned by the classification stage, it is

challenging to draw useful conclusions about the relationship between these patterns and the

underlying processes in the EEG signals and in the brain. Finally, TDE is often computation-

ally expensive. Although the process of creating the matrix E {S; d} is efficient, larger sample

sizes and reliance on nonlinear classifiers can lead to high computational requirements. This is

especially true for large embedding dimensions and intricate regularization processes.

Although TDE has a several disadvantages, we believe that it shows considerable potential

because it is very general and relies on few prior assumptions. TDE is relatively under explored

in the context of BCIs, however, and we are not aware of any literature that directly compares

it to other approaches. For these reasons, we will continue to explore TDE and, in Section 3.2,

we will describe an approach for using TDE in combination with feedforward networks that we

will examine in detail. In Section 3.2.2, we will then demonstrate that TDE can be viewed as a

multivariate generalization of discrete convolution.
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2.2 Deep Learning

We have now explored several common methods for representing EEG signals and we have

demonstrated that each of these approaches has important limitations. The goal of this discus-

sion has been two fold. First, we have motivated the need for investigating new methods by

demonstrating that current approaches fail to meet our stated requirements. Second, we have

illustrated how representations that rely on prior knowledge and manual engineering proce-

dures can limit our ability to exploit unknown patterns that may exist in the signals. In order to

reinforce this second point, we will now offer a brief introduction to deep learning, with a focus

on convolutional networks, and describe how these methods have begun to play an increasingly

important role in machine learning.

For many years, machine learning methods have relied heavily on manually engineered fea-

tures, ranging from basic statistics to general methods for dimensionality reduction to various

metrics that are highly domain specific. Although these methods for feature generation have

been used successfully in many settings, they typically involve a laborious design phase and

require the engineer to establish knowledge about the types of patterns in the data that capture

relevant information. This has lead to specialized machine learning systems that are only able

to fill narrow roles and are unable to exploit subtle but important patterns. The ability of the

human brain to process and learn from very general sensory inputs has made it clear, however,

that it is possible to create fast and general-purpose pattern recognition systems. This has lead

researchers to seek inspiration in biological neural networks.

Artificial neural networks that are, at least partly, inspired by biological networks have been

in use for many years and have been successfully applied to a variety of problems in machine

learning [79,80]. These networks consist of a number of simple, interconnected computational

units, called artificial neurons. Shallow networks, which typically consist of two layers of arti-

ficial neurons with dense connectivity, have enjoyed notable success but can require manual

feature engineering to solve some types of problems, e.g., general object recognition in com-

puter vision. Deep networks, which are characterized by the use of many layers, have also been
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around for quite some time and have been explored in a variety of contexts [41, 81, 82]. Sim-

ilar to the way it is believed that biological network process information, deep networks are

capable of learning a hierarchy of features where each layer represents an increasing level of

abstraction. It has proven to be challenging, however, to utilize deep networks in practice due

to the large number of parameters that they contain and because error gradients tend to dissi-

pate rapidly through multiple layers, which makes optimizing the connection weights of deep

networks difficult [83].

Several recent advances have made deep networks both more effective and more practical

to use. First of all, researchers have observed that biological neural networks often have multi-

layer, localized, sparse and recurrent connectivity patterns. By incorporating these connectivity

patterns into artificial neural networks, usually in a very simplified way, the number of free pa-

rameters can be reduced while also encouraging the network to learn robust, general represen-

tations. Second, the availability of large, high-quality datasets allows deep networks with many

layers and free parameters to learn sophisticated representations that generalize well. Transfer

learning approaches are often valuable for achieving these goals [82,84]. Finally, improvements

in optimization algorithms and computer hardware, especially vector processors, have made

it tractable to train large networks over large datasets [85–90]. Currently, deep networks hold

record performance on a number of benchmark datasets and are generally considered to be

state-of-the-art for many machine learning tasks [41].

2.2.1 Convolutional Neural Networks

Convolutional Neural Networks (CNNs) are a class of deep networks with several design

elements that are highly influenced by observations about the biological neural networks found

in the animal vision system [42–44, 91–93]. In the early stages of these biological networks, it

has been observed that individual neurons respond almost exclusively to a small region of the

retina that is associated with a corresponding region of the animal’s visual field [94–96]. This

localized region of response is referred to as the local receptive field of the neuron. Similarly,
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deeper regions of the vision system also contain neurons that respond to localized regions of

neurons in the earlier stages of the vision system. This suggests that biological neural networks

in the animal vision system are, at least partly, composed of multiple layers of neurons that

are connected to previous layers via localized connectivity patterns. As the eye scans a scene,

the result of light moving along the receptive field of the retina can be loosely modeled as a

convolution, i.e., a sliding window of responses.

CNNs follow a similar connectivity pattern by convolving the inputs at each layer with a

shared window of weights, known as the convolutional kernel, followed by some nonlinear

transfer function. This process resembles the localized response of a biological neuron in the

animal visual system. One of the primary advantages of this architecture is that it encourages

the network to learn representations that are insensitive to shifts along the convolutional axes.

Since each neuron is presented with only a small window of inputs at any given time and be-

cause the same kernel is applied to all such windows, the response of the neuron is unable to

depend on the global location of a given pattern. The use of localized connectivity patterns

can also be viewed as a form of sparsity, which is also prevalent in biological networks. Since

fully connected networks have many input connections, they can become highly sensitive to

specific combinations of inputs. Since CNNs have fewer incoming connections to each neu-

ron, they tend to have a reduced sensitivity to specific input patterns, i.e., they tend to leverage

more general patterns.

The animal vision system also tends to have a layered, or columnar, architecture and con-

sists of a number of regions that, to varying degrees, appear to model increasingly abstract vi-

sual information [96]. Stacking multiple convolutional layers in a CNN mimics this configura-

tion and encourages the network to learn a hierarchical representation since each subsequent

layer utilizes the cumulative representation of the previous layers. CNNs also typically incor-

porate a downsampling strategy between layers, known as pooling, in order to force a change

of scale. It is also common practice to decrease the size of the convolutional kernels while si-

multaneously increasing the number of neurons in each layer of a CNN [42]. Together, these
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procedures result in a pyramid structure where information is increasingly migrated from the

axes along which the convolutions are performed onto a larger number convolutional units

with more localized responses. This results in a network that is encouraged to learn a hierarchi-

cal and shift-invariant representation while potentially utilizing fewer parameters than a fully

connected network [45].

2.2.2 CNNs in Computer Vision

In addition to being partially inspired by the biological networks in the animal vision system,

CNNs have also achieved notable success in the field of computer vision and many advances

in the CNN architecture have evolved from these lines of research [42–46, 48, 49, 91, 97]. Given

the importance of CNNs in the field of computer vision, it is useful to first consider how these

types of networks are can be used for image classification. In Figure 2.10, we see a schematic

diagram of a CNN architectures that is commonly used to classify images. The initial layers

consist of artificial neurons with small, localized windows of connectivity. Each connection in

this window has a separate weight that is applied to all regions of the layer’s input via a convolu-

tion across both the horizontal and vertical axes. The output of this convolution is then passed

through a nonlinear transfer function, typically the hyperbolic tangent or rectified linear func-

tion. The output is then downsampled in a process called pooling. A variety of techniques for

pooling have been explored including averaging, striding or selecting the maximum response.

At each convolutional layer, this process produces a new feature image for each neuron. The

general idea is that each neuron in a convolutional layer can learn to respond to different types

of patterns, regardless of their location in the image, i.e., the response is shift invariant. The

convolutional layers are then stacked in order to encourage the network to learn hierarchical

and multiscale representations.

The output of the final convolutional layer is then passed through an artificial neural net-

work with full connectivity. In other words, weighted sums of the pixels in all of the final feature

images are passed to the neurons in the fully connected layer, followed by another nonlinear
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Figure 2.10: Schematic of a CNN designed for image classification. This network consists of two con-
volutional layers with two and four neurons followed by a fully connected layer with four neurons and,
finally, a softmax readout that outputs two class probabilities.
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transfer. Finally, linear softmax units can be used to combine these outputs and ensure that

they sum to one, i.e., the probability that the image belongs to each class. It is important to

note that this fully connected network may have many fewer parameters than a fully connected

network applied to the original image because the feature images are downsampled between

convolutional layers.

2.2.3 CNNs in Brain-Computer Interfaces

Recently, several research groups have also begun to explore the use of CNNs in BCI systems.

For instance, Cecotti, et al., have proposed a modified CNN architecture for classifying EEG sig-

nals in synchronous P300 BCIs [51]. Cecotti, et al., have also explored a variant of the CNN

architecture for classifying EEG signals in asynchronous BCIs that incorporates DFTs between

the initial convolutional layers [50]. In this approach, the stimulus-driven Steady State Visual

Evoked Potential (SSVEP) communication protocol was used. Since SSVEP relies on known fre-

quency ranges in EEG signals, the use of DFTs aids in feature selection. Although this approach

begins to bridge the gap between CNNs and PSDs, it may also suffer from some of the same

limitations that we have identified in PSD-based approaches.

Lawhern, et al., have recently proposed a CNN architecture, which they call EEGNet, for

classifying EEG signals across several different types of BCIs, including both synchronous and

asynchronous paradigms [52]. This recent work was conducted concurrently with our research

and independently draws a number of similar conclusions. Specifically, EEGNet utilizes rela-

tively small CNNs with simplified label aggregation readout layers. EEGNet is subtly different

than our approach, however, with respect to the design of its convolutional layers and the way

that information is aggregated in its readout layers. EEGNet has also not been explored with

mental tasks other than motor imagery and does not utilize transfer learning. In offline experi-

ments, EEGNet outperforms baseline methods for P300 classification and performs comparably

to a CSP-based classifier for MI communication paradigms.
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Schirrmeister, et al., have explored CNNs for classifying EEG signals in multiclass MI-based

BCIs [53]. These networks utilize fully connected layers but the initial layers are narrowed across

time and channels in order to capture spatiotemporal patterns with few parameters. This work

further supports the notion that relatively small CNN architectures often work well for clas-

sifying EEG signals. Schirrmeister, et al., also propose a method for analyzing their CNNs by

correlating various frequency bands with the responses of the convolutional layers. This CNN

architecture achieves classification performance that is comparable to their baseline approach

that utilizes CSP.

Recent work exploring the use of CNNs in BCIs clearly suggests that this is a valuable ap-

proach that may overcome many of the limitations found in traditional EEG signal represen-

tations. These studies also consistently indicate that relatively small CNN architectures tend

to perform well. Many questions remain to be answered, however, including the potential for

CNNs to be used in MT-based BCIs and how various design decisions affect performance. A

more in-depth analysis of these types of networks is also warranted, including a mathematical

analysis of their capabilities, experimental techniques for analyzing the types of patterns that

they learn to identify and direct comparisons to other approaches. In this work, we extend the

current body of research by examining these topics in detail.

2.2.4 Transfer Learning

Machine learning systems used in BCIs are typically retrained, using new data, on a per-

subject and per-session basis. Training individualized models often provides better perfor-

mance than generic models because EEG signals are known to be highly variable over time

and across individuals [98]. Larger training data sets may, however, help to address problems

with noise, undersampling and overfitting. As a result, it may be valuable to consider incorpo-

rating data from other participants or training sessions in some capacity. The process of using

data from one domain to aide in the development or training of a machine learning model in

another domain is known as transfer learning [84, 99].
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Although a handful of research projects have explored transfer learning in BCIs [98, 100],

these approaches have not explored neural network based classification algorithms and pri-

marily focus on P300 and MI communication paradigms. We are not presently aware of any

research projects that have explored transfer learning for use with deep neural networks or for

use in MT-based BCIs. In the broader field of machine learning, however, the use of transfer

learning approaches has become increasingly popular and has proven to be invaluable for im-

proving the performance of models in a variety of domains [47, 101–103].

The usual approach for applying transfer learning to CNNs is to first perform an initial train-

ing procedure using data from a different domain but that is expected to contain similar types

of patterns. The dataset used for this initial training stage often contains many more examples

than are available for the dataset that is of primary interest. Some or all of the layers of the net-

work can then be fine-tuned by further training the network using the data for the task at hand.

Since the fine-tuning stage starts with the connection weights learned during the initial training

stage, potentially useful knowledge may be transferred from one domain to another. For exam-

ple, a CNN might initially be trained to classify images of cars and trucks using a dataset that

contains many millions of examples. The network can then be fine-tuned to classify images of

motorcycles and bicycles, for example, using a dataset that consists of only a few hundred im-

ages. Since the initial model may have learned to identify important types of patterns in these

images, e.g., wheels and roads, performance may be improved for the smaller dataset. In Sec-

tion 3.3.3, we will propose a similar method for transfer learning that utilizes EEG data collected

from across multiple subjects.
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Chapter 3

Methods

Now that we have described the advantages and disadvantages of current approaches and

provided motivation for exploring multilayer CNNs, we will continue by providing a thorough

description of our experimental methods and proposed network architectures. First, we will de-

scribe a set of baseline classifiers that utilize PSDs. These types classifiers are commonly used

in MT-based BCIs and we believe that they are generally representative of the state of the art. As

such, these classifiers will serve as a benchmark for our performance comparisons in Chapter 4.

We will then describe a classification approach that uses TDE combined with two-layer artificial

neural networks, known as Time-Delay Neural Networks (TDNNs), along with a fixed-rate label

aggregation strategy. As discussed in Section 2.1.3, we believe that TDE-based approaches show

considerable potential but are currently under explored. We will then precisely describe our

proposed CNN variants and demonstrate that these networks are a multilayer generalization of

our proposed TDNNs. We will also describe several methods for interpreting the behavior of

these networks and for analyzing the patterns that they learn to identify. We will then discuss

the details of our implementation, including transfer, pooling, weight initialization, regulariza-

tion, performance metrics and software. Finally, we will describe the dataset that we have col-

lected for experimentation, which is designed to simulate an MT-based BCI application using

portable hardware under both laboratory and realistic operating conditions.

3.1 Baseline Classifiers

A variety of approaches for classifying PSDs in MT-based BCIs have been demonstrated with

notable success [33, 34, 54, 67, 69, 70]. There has been little comparative work before now, how-

ever, exploring how different preprocessing methods, hyperparameters and classification algo-

rithms affect performance. In this section, we will first describe our approach for constructing

PSD-based features along with several preprocessing steps that we have found to generally im-
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prove performance. We will then continue by describing several algorithms for classifying these

features, including variants of discriminant analysis and artificial neural networks, summarized

in Table 3.1. In Section 4.1.1, we will thoroughly explore the hyperparameters for each of these

approaches and in Section 4.2.1 we will examine the final performance for each of these meth-

ods in order to establish a benchmark for evaluating our proposed CNNs.

Table 3.1: Summary of PSD baseline classifiers.

Abbr. Name Regularization

LDA Linear Discriminant Analysis Covariance matrix shrinkage
QDA Quadratic Discriminant Analysis Covariance matrix averaging
ANN Two-Layer Artificial Neural Network Early-stopping

3.1.1 Preprocessing and Feature Generation

We have identified a series of preprocessing and feature generation steps that generally work

well with PSD-based approaches. First, we split the EEG signals into M segments that can each

be described using our matrix notation in (2.5). We then construct feature representations for

each of these segments that can be passed to a classification algorithm, where they will be used

either for training or to be labeled during testing or system use. The width and number of

segments determines the rate at which the system responds, which leads to a tradeoff between

accuracy and responsiveness that will be further explored in Section 4.2.4.

For each of these segments, we first apply a Common Average Reference (CAR), which sub-

tracts the mean across all channels from each channel at each timestep. This procedure can be

described by the operator

CAR{S} = S−u, (3.1)

where u ∈ RT is a row vector containing the means across the columns, i.e., the channels, of

a segment S and where T is the number of timesteps in the segment, i.e. the number rows in

S. CAR acts as a simple spatial lowpass filter and attenuates aspects of signal that occur across
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all channels, such as slow movement artifacts and, to some extent, ocular artifacts. CAR can,

however, also remove legitimate EEG signals that are observed across broad regions of the scalp.

We have found that CAR generally improves classification performance for PSD-based ap-

proaches. In several pilot experiments, we have found that CAR yields roughly a 1–5% increase

in classification accuracy, which is an incremental but valuable improvement. It is important

to note, however, that CAR does not usually improve classification performance for TDNNs or

CNNs. As we will later describe, it appears that TDNNs and CNNs are able to automatically

learn appropriate signal filters. As a result, we only use CAR in our baseline classifiers that uti-

lize PSDs.

We then construct frequency-domain PSD representations of the segments using the DFT

and Welch’s method, as previously described in Section 2.1.1. Until now, we have described the

PSD only in terms of univariate time series. In order to construct the PSD of our multivariate

EEG segments, we compute the PSD separately for each channel and each segment. Since the

corners of our passband are from 1–80Hz, as will be described in section Section 3.5.2, we retain

only the frequency bins that lie within this range. We then concatenate these PSDs across chan-

nels to form an M×NQ feature matrix, X, where M is the number of segments, N is the number

of channels and Q is the number of frequency components in each PSD. The classification stage

then considers the rows of X to be observations, which will be labeled, and the columns of X to

be features.

Recall that Welch’s method smooths a PSD in the frequency-domain while simultaneously

reducing the number of frequency components, Q. The extent of this smoothing and dimen-

sionality reduction is controlled by the span,ω. Sinceω controls the resolution of our represen-

tation as well as the complexity of our models, we consider it to be an important hyperparam-

eter that will be carefully explored in Section 4.1.1.

We then apply a log10 transform to each value of X. This procedure helps to reduce the

disparity between the relatively large powers that are typically encountered at lower frequencies

versus the smaller powers encountered at high frequencies. Next, we scale the columns of X to
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have zero mean and unit variance across all EEG segments in the training partition using the

same scales across all classes. This transformation further helps to ensure that each feature has

a similar scale while preserving relative differences across classes. Scaling to zero mean and unit

variance can improve numerical stability when computing covariance matrices in discriminant

analysis and it is also useful for choosing a good weight initialization when using feedforward

neural networks. Finally, our scaled feature matrix is passed to the classification stage.

3.1.2 Discriminant Analysis

Linear Discriminant Analysis (LDA) and Quadratic Discriminant Analysis (QDA) are gen-

erative, Bayesian classification algorithms that are popular in the field of BCIs and have been

successfully used to classify PSDs in the past [33, 67, 70]. LDA and QDA model the observations

from each class using a multivariate Gaussian distribution. Novel data can then be classified by

assigning the label associated with the distribution that most likely generated the data.

Assume that we have a feature vector representing a single observation, x ∈ RF , where F =
NQ is the number of features in our PSD representation. Next, notice that we can use Bayes’

Theorem to express the probability that a random variable, C , describing class membership is

a specific class c given our observation matrix x,

P (C = c |x) = P (x |C = c)
P (C = c)

P (x)
. (3.2)

If we then model the distribution for each class, P (x |C = c), as a multivariate Gaussian distri-

bution, then we now have

P (C = c |x) = e− 1
2 (x−µc )Σ−1

c (x−µc )T√
(2π)N |Σc |

P (C = c)

P (x)
, (3.3)

where |·| denotes the matrix determinant, µc andΣc are the sample mean vector and covariance

matrix for each class c and where P (C = c) is the class prior, i.e., the number of training obser-

vations in class c divided by the total number of training observations. Next, it is convenient to
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consider the log likelihood,

logP (C = c |x) = log

[
e− 1

2 (x−µc )Σ−1
c (x−µc )T√

(2π)N |Σc |
P (C = c)

P (x)

]
(3.4)

= loge− 1
2 (x−µc )Σ−1

c (x−µc )T − log
√

(2π)N |Σc |+ logP (C = c)− logP (x) (3.5)

=−1

2
(x−µc )Σ−1

c (x−µc )T− N

2
log(2π)+ 1

2
log |Σc |+ logP (C = c)− logP (x). (3.6)

We now seek to find the label, L, which corresponds to the class model that most likely gener-

ated x. This can be expressed as

L = argmax
c=1,...,K

logP (C = c |x), (3.7)

where K is the total number of classes. We can then simplify this expression by canceling terms

that are common across all classes, which yields

L = argmax
c=1,...,K

−1

2
(x−µc )Σ−1

c (x−µc )T− N

2
log(2π)+ 1

2
log |Σc |+ logP (C = c)− logP (x) (3.8)

≡ argmax
c=1,...,K

−1

2
(x−µc )Σ−1

c (x−µc )T+ 1

2
log |Σc |+ logP (C = c) (3.9)

= argmax
c=1,...,K

−1

2

[
(x−µc )Σ−1

c (x−µc )T+ log |Σc |
]
+ logP (C = c). (3.10)

Equation (3.10), which is quadratic in x and produces a quadratic class boundary, is known as

the discriminant function for the aptly named QDA classification algorithm.

Notice that Σc ∈ RF×F and its inverse may not exist for under-determined problems, as can

be the case for large values of our span,ω. In order to account for this, we estimateΣ−1
c using the

Moore-Penrose pseudo inverse. Additionally, we will explore a technique for regularizing QDA

by mixing the covariance matrix with the average of the covariance matrices across all classes,

denoted Σ. We can then substitute Σc in (3.10) with

γΣ+ (1−γ)Σc , (3.11)
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where 0 ≤ γ≤ 1 is a tuned regularization hyperparameter. In the extreme case where γ= 0, we

have ordinary QDA. When γ = 1, on the other hand, we assume that all classes have the same,

averaged covariance matrix, Σ1 =Σ2 = . . . =ΣK =Σ.

When we substitute the average class covariance matrix, Σ, into (3.10), additional terms

cancel. Our discriminant function then becomes

L = argmax
c=1,...,K

logP (C = c |x) (3.12)

= argmax
c=1,...,K

−1

2

[
(x−µc )Σ−1(x−µc )T+ log |Σ|

]
+ logP (C = c)− logP (x) (3.13)

≡ argmax
c=1,...,K

−1

2
(x−µc )Σ−1(x−µc )T+ logP (C = c) (3.14)

= argmax
c=1,...,K

−1

2
(xΣ−1xT−2xΣ−1µc +µcΣ

−1µc )+ logP (C = c) (3.15)

= argmax
c=1,...,K

−1

2
(−2xΣ−1µc +µcΣ

−1µc )+ logP (C = c) (3.16)

= argmax
c=1,...,K

xΣ−1µc +−1

2
µcΣ

−1µc + logP (C = c). (3.17)

Equation (3.17), which is now linear in x and produces a linear class boundary, is known as the

discriminant function for LDA. We can further regularize LDA using an approach, known as

shrinkage, where the average covariance matrix is mixed with a purely diagonal matrix. In this

approach, we substitute Σ in (3.17) with

ληI+ (1−λ)Σ, (3.18)

where η = trace (Σ)/F is the average eigenvalue of the average class covariance matrix, I is the

identity and 0 ≤ λ≤ 1 is a tuned regularization hyperparameter. In the extreme case where λ=
0, we simply have LDA. In the other extreme, where λ= 1, we assume that our class covariance

matrix is diagonal and only the class means are used for classification. Note that we use ηI

because mixing with the average eigenvalue makes the model distribution more spherical but

with a scale that approaches the mean of the principal axes of the training data.
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3.1.3 Artificial Neural Networks

Artificial Neural Networks (ANNs) are learning structures that process information using a

number of relatively simple computational units with weighted interconnections [79,80]. These

computational units, referred to as artificial neurons or simply as units, typically perform a

weighted sum followed by an optional nonlinear transfer function. In essence, these artificial

neurons project their inputs onto a nonlinear basis function in a way that models a portion

of the problem to be solved. In feedforward networks, information flows in a single direction,

starting with the model inputs, followed by one or more layers of artificial neurons and then

through a readout layer that generates the model outputs. By combining information from mul-

tiple layers of artificial neurons with appropriate weight values, ANNs can model sophisticated

nonlinear problems. In fact, it has been shown that two-layer ANNs are theoretically capable of

approximating any function to arbitrary precision, given that the network has enough hidden

units and appropriate weight values and transfer functions [104]. In practice, however, it can

be challenging to construct ANNs that generalize well on real-world problems where we have

limited information about the function to approximate.

In order to classify our PSD-based features, we will explore the use of a common, two-layer

ANN architecture, illustrated in Figure 3.1, that can be used to construct nonlinear, discrimina-

tive classifiers with probabilistic outputs. In the first layer of these networks, called the hidden

layer, the input features are fed into a number of different artificial neurons that perform a

weighted sum followed by a nonlinear transfer function. The second layer, referred to as the

visible layer, consists of artificial neurons that perform a weighted sum over the outputs of the

hidden layer followed by a softmax function. The softmax function results in outputs that sum

to one and can be interpreted as class probabilities.

This procedure can be described succinctly in matrix notation. Assume that the input to our

classifier is the feature matrix X ∈RM×F , where M is the number of signal segments and F is the

47



0.2 0.2 0.6

x1 x2 x3 Input
Features

Hidden Layer
Weighted Sum

Transfer

Visible Layer
Weighted Sum

Softmax

Output
Class Probabilities

∑ ∑ ∑

Figure 3.1: A schematic diagram of a two-layer Artificial Neural Network (ANN) used for classifying PSDs.
The network consists of a nonlinear hidden layer followed by a linear visible layer with a softmax readout.

number of features. The output of the hidden layer can then be described as

H =φ(XW1 +b1), (3.19)

where W1 ∈RF×U is the matrix of connection weights for a network with U hidden units, b1 ∈RU

is a row vector of constant bias weights for each hidden unit and φ is our nonlinear transfer

function, which will be further discussed in Section 3.4.1. We also use a subscript following a

matrix, as in W1, to indicate that this is the weight matrix for the first layer. This notation will

become useful as we begin to add layers to our network architectures.

The visible layer then computes a weighted sum of the outputs of the hidden layer,

V = HW2 +b2, (3.20)
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where W2 ∈ RU×K is the matrix of visible connection weights, b2 ∈ RK is a row vector of bias

weights and K is the number of classes. For classification problems, it is generally desirable for

the network to output a matrix of estimated class membership probabilities, P ∈RM×K , for each

of the M segments and K classes. In order to achieve this, we apply a softmax function to the

outputs of the visible layer so that

pi ,c = evi ,c

K∑
j=1

evi , j

, (3.21)

where vi ,c and vi , j are elements of the matrix V. This ensures that the network outputs sum to

one for each segment, i.e., across the columns of P, and we can then interpret each value pi ,c to

be the estimated probability that segment i belongs to class c. The final class label for segment

i is then

Li = argmax
c=1,...,K

pi ,c . (3.22)

In order to tune the weights of our networks, we follow a supervised learning approach that

minimizes a loss function for a labeled set of training examples. We have chosen to use the

relatively standard log loss function [80],

E(w) =− 1

MK

M∑
i=1

K∑
c=1

gi ,c log pi ,c , (3.23)

where w is a vector containing all of the network weights and where our target outputs are

gi ,c =


1, if segment i belongs to class c

0, otherwise.

(3.24)

Minimizing log loss is equivalent to maximizing the likelihood that the outputs of our classifier

match the class labels of our training examples [80]. It is also convenient that log loss is smooth

and differentiable, provided that our network transfer functions are as well.
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In order to minimize our loss function, we utilize error backpropagation, which tracks con-

tributions to the loss function backward through the network in order to compute first order

derivatives [79, 80]. This gradient information is then used by an optimization algorithm, de-

scribed in Section 3.4.3, to minimize E(w). Although our implementation computes gradient

information manually [105], many numerical software packages now compute first-order gra-

dients automatically [106–108]. For this reason, and for the sake of brevity, we leave the deriva-

tion of error gradients as an exercise for the reader.

3.2 Time-Delay Neural Networks

As previously discussed in Section 2.1.3, TDE-based signal representations are more gen-

eral than PSDs and are better suited for capturing some types of nonlinear, nonstationary and

multivariate spatial patterns. In order to further explore these prospects, we propose a classifi-

cation approach that combines TDE with ANNs. These networks, known as Time-Delay Neural

Networks (TDNNs), closely resemble methods that we have successfully used to classify EEG

signals in previous research [66]. This TDNN architecture, depicted in Figure 3.2, is similar to

the ANNs that we have proposed for classifying PSDs in that it consists of two layers, i.e., a non-

linear hidden layer followed by a linear visible layer with a softmax readout. This architecture

is different, however, in that its input features are a TDE of the raw EEG signal values instead

of PSDs of the signal segments. As a result, our TDNNs assign a class label for each timestep

of the signal, as opposed to a single class label for each signal segment. In Section 3.2.1, we

will propose a label aggregation strategy that will allow us to reconcile this difference while also

permitting additional flexibility for applications that require continuous control.

Assume that we have M EEG signal segments, Si ∈ RT×N for i = 1, . . . , M , where T is the

number of timesteps and N is the number of channels.4 Following our previous notation for

4We describe the computations in a TDNN separately for each segment. In practice, however, these computations
can be performed simultaneously for all segments using a three-axis tensor.
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Figure 3.2: A schematic diagram of a two-layer Time-Delay Neural Network (TDNN). A window of raw
signal values are first passed through a nonlinear hidden layer, which yields the hidden layer outputs.
These outputs are then fed through a linear softmax layer which assigns a class label at each timestep.
These labels are then aggregated over time to produce a single label for the entire segment.
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ANNs, the output of the hidden layer for the i th segment of a TDNN is then

Hi =φ(E {Si ; d} W1 +b1), (3.25)

where E {Si ; d} is the unary operator for time-delay embedding with embedding dimension d ,

as described in (2.18), applied to the i th signal segment. Similarly, the output of the visible layer

for segment i is then

Vi = Hi W2 +b2. (3.26)

Next, we utilize a softmax function to estimate class membership probabilities. This process is

different, however, in that we now have M probability matrices of size (T −d +1)×K . Each of

these probability matrices can be denoted Pi for i = 1, . . . , M and with values in [0,1] that are

computed according to the softmax function,

p i
t ,c =

ev i
t ,c

K∑
j=1

e
v i

t , j

, (3.27)

for signal segment i , timestep t and class c. The corresponding log loss function,

E(w) =− 1

MK (T −d +1)

M∑
i=1

T−d+1∑
t=1

K∑
c=1

g i
t ,c log p i

t ,c , (3.28)

is computed for each segment and for each timestep. We then use our gradient-based opti-

mization routine, described in Section 3.4.3, to find values of W1 and W2 that minimize (3.28).

3.2.1 Label Aggregation

As we have previously discussed in Section 2.1.3, the fact that TDE-based approaches assign

class labels for each individual timestep allows a great deal of flexibility when designing BCI

applications. There is, however, a large discrepancy between the sampling frequency of an EEG

signal, on the order of 256–1024Hz, and the rate at which a BCI user can reasonably be expected
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to send instructions to the system, typically 0.5–1 instructions per second. As a result, TDE-

based approaches generally require a method for slowing the rate at which the system makes

decisions. The act of slowing the decision rate also provides an opportunity to increase the

signal-to-noise ratio of the control signal, effectively increasing the accuracy of the decisions

made by the system.

In order to achieve this, we propose a straightforward label aggregation strategy in which the

class membership probabilities produced by our TDNNs are multiplied across each timestep in

a fixed-width EEG segment. For each segment, this results in a single score for each class. The

final predicted label is then the class associated with the highest score. The intuition behind

multiplying the outputs of our TDNNs is to assume that these class membership probabilities

are independent at each timestep and then to seek the joint probability that all timesteps be-

long to a given class. Although the assumption of independence is almost certainly violated in

this setting, we have found this procedure to work quite well in practice.

When implementing this approach, multiplying probabilities can lead to a rapid loss of nu-

merical precision as T grows large because the resulting values can become extremely small

and vary widely across classes. In order to avoid this, we instead sum the log likelihoods, which

is equivalent to the log of the product of probabilities. Since the log function is monotonically

increasing, the class with the largest sum of log likelihoods will also be the class with the largest

product of probabilities. Using this approach, the final class label for the i th segment is

Li = argmax
c=1,...,K

T−d+1∏
t=1

p i
t ,c (3.29)

≡ argmax
c=1,...,K

log
T−d+1∏

t=1
p i

t ,c (3.30)

= argmax
c=1,...,K

T−d+1∑
t=1

log p i
t ,c . (3.31)

In our previous work, we have advocated for an evidence accumulation algorithm that builds

confidence over the course of time in order to provide a stream of class labels with increased

accuracy at a variable rate [66, 109]. Similar to the approach that we are proposing here, this
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strategy assumes independence of the class labels assigned at each timestep and combines ev-

idence over the course of time. In order to provide results that are comparable to our baseline

methods, however, we have opted to use the above label aggregation strategy instead. When

designing real-world BCI systems, a number of application-specific factors will likely be impor-

tant considerations when choosing an appropriate label aggregation or evidence accumulation

strategy. For instance, whether or not the application requires fixed-rate or near continuous

feedback and potential tradeoffs between accuracy and responsiveness.

3.2.2 Time-Delay Embedding as a Discrete Convolution

A time-delay embedding followed by a matrix multiplication, which is a core operation in

the hidden layer of our TDNNs, can be interpreted as a multivariate extension of the discrete

convolution operator. In order to illustrate this, first consider the special case where our input

signal consists of a single channel and a single segment and where our TDNN has only a single

hidden unit. The input signal can then be expressed as the column vector

s = [s1, s2, . . . , sT ]T (3.32)

where st is the signal value at time t and where T is the total number of timesteps. Similarly,

the hidden weights of our network can be written as

w = [w1, w2, . . . , wd ]T (3.33)

where wi is the i th weight and where d is the embedding dimension. Omitting the constant

biases and before the application of our transfer function, φ, the hidden layer of our TDNN

performs a time-delay embedding followed by a matrix multiplication, as described in (3.25).
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These operations can be written as

z = E {s; d} w =



s1 s2 . . . sd

s2 s3 . . . sd+1

s3 s4 . . . sd+2

...
...

. . .
...

sT−d+1 sT−d+2 . . . sT


w, (3.34)

where z is a column vector of size T corresponding to outputs of the hidden unit at each time-

step before the transfer function is applied.

If we then consider the value of z at each timestep t and let t ′ = t +bd/2c, we can see that

zt = [st , st+1, . . . , st+d−1]w =
d∑

i=1
si+t−1wi (3.35)

=
d∑

i=1
si−bd/2c+t ′−1wi = (s◦w)t ′ , (3.36)

where zt is the t th value in the column vector z for t = 1,2, . . . ,T −d +1, ◦ denotes the discrete

convolution operator and (3.36) is the definition of the univariate discrete convolution operator

of the signal s with the kernel w at time t ′. From this result, it is clear that the univariate case

of TDE followed by a matrix multiply is equivalent to a discrete convolution with a constant

shift of bd/2c timesteps. Note that this constant shift in time is insignificant, provided that our

class labels are aligned appropriately, because it is applied across the entire signal. In the case

when we apply the direct definition of discrete convolution, the labels output by our network

must also be delayed by half the width of the convolutional window in order to account for

the fact that we cannot look into the future, i.e., we cannot process the EEG signals until the

time that they are actually recorded. It then follows that each hidden unit in a TDNN with

univariate inputs is equivalent to a discrete convolution of the network weights with the input

signal, followed by the application of our nonlinear transfer function.
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When using CNNs for image processing, the convolution operator is typically generalized in

two ways. First, the convolution slides across two axes: the horizontal and vertical axes of the

image. This allows the CNN to learn shift-invariant representations across both axes of the im-

ages while utilizing relatively few weights within the local receptive fields of the convolutional

windows. Second, the weighted sum is extended to include connections to all color channels.

If, for example, the image has three color channels, then the number of weights is increased by

three fold to incorporate a connection to each pixel in each color channel. This allows the net-

work to incorporate information from across color channels without achieving shift invariance

across color space. This makes intuitive sense because there are typically very few color chan-

nels and because patterns across color channels typically have a relatively fixed interpretation

at each location in an image.

When working with EEG signals, one can also imagine approaches where convolution is

applied spatially, across channels, as well as across time. Upon close examination, however,

attempting to apply spatial convolutions for EEG signals is not straightforward to achieve and

may not be appropriate for several reasons. First of all, EEG channels are physically laid out

with unequal spacing over the surface of the scalp. In order to perform spatial convolutions,

the convolution operator would be have to be further generalized to work in this setting. Al-

though one potential approach is to apply spatial projections and interpolation to represent

the signal as a series of images, this approach would introduce artificial information through

interpolation and would further increase the dimensionality of our inputs. Second, EEG sys-

tems have relatively few spatial locations. While images often consist of millions of pixels, EEG

systems typically have only 8–64 spatial channels. This limits the potential benefit of apply-

ing spatial convolutions, especially as the width of our convolutional kernel approaches the

number of channels in the EEG system. Finally, we are primarily interested in achieving time

invariance and not necessarily spatial invariance. Although we must achieve time invariance

in order to account for the fact that our signals are not time locked, the sensors in our EEG sys-

tem are placed in fixed locations. This is analogous to having registered images in computer
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vision, where the content of each image is placed in a standard location within the field of view.

Although it may be possible to learn some types of spatially invariant patterns in EEG systems

with many channels, the fact that our EEG system has few channels that are placed in fixed

locations means that spatial convolutions are not necessary.

With these points in mind, the generalization of the convolution operator that we will use

in our networks has fixed connectivity across channels, similar to the way that color channels

are typically handled in CNNs for image classification. Each of these convolutional units can

then be interpreted a single-axis convolution across time with a window that also spans all of

the EEG channels. In other words, the output of each artificial neuron, before the application of

our transfer function, is a sum of convolutions, each with different weights, across all channels.

As it turns out, this is exactly equivalent to our time-delay embedding operation followed by a

matrix multiply.

In order to illustrate this, let S now be a T × N matrix representing a multivariate signal

segment, where T is the total number of timesteps in our EEG segment and N is the number of

channels. Also, let W now be an (N ·d)×u matrix of weights where each row is associated with

the signal values in our time-embedded matrix of signal values and each column corresponds to

an artificial neuron in our network. For notational simplicity, also let Mn be the d ×u submatrix

spanning the rows of W from (n − 1)d + 1 to nd for n = 1,2, . . . , N . In other words, Mn is the

submatrix of W that corresponds to the weights associated with the time embedding for the nth

channel and can be written as

W =



M1

M2

...

MN


. (3.37)

Our multivariate generalization of the convolution operator, denoted by the symbol ¯, at

time t and for the j th hidden unit can then be expressed as a sum of discrete convolutions and
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then as a time-delay embedding followed by a matrix multiply,

(S¯W)t , j =
N∑

n=1
(s ·,n ◦mn

·, j )t ′ =
N∑

n=1

d∑
i=1

si+t−1,n w(n−1)d+i , j = (E {S; d} W)t , j , (3.38)

for t = 1,2, . . . ,T −d +1 and j = 1,2, . . . ,u and where s ·,n is the nth column vector in S and mn
·, j

is the j th column vector in Mn . The full matrix form for all hidden units and timesteps can then

be written as

(S¯W) = E {S; d} W. (3.39)

From (3.39) and (3.25), we can see that our TDNNs can be interpreted as single-layer convo-

lutional networks, where the convolution operator is generalized to span channels and where

our convolutional window slides only across time. In Section 3.3, we will describe several ap-

proaches for further generalizing this approach into multilayer CNNs.

3.2.3 Finite Impulse-Response Filters

In addition to our insight that the hidden layers of our TDNNs perform convolutions, it is

also valuable to notice that these layers can be interpreted as Finite Impulse-Response (FIR)

filters. In the field of signal processing, linear FIR filters are commonly used to attenuate given

frequency ranges of a signal, i.e., FIR filters are one technique for implementing lowpass, high-

pass and bandpass filters [110]. FIR filters leverage the fact that a convolution in the time do-

main is equivalent to a pointwise multiplication in the frequency domain. If it is known a priori

how the power spectrum of the signal should be transformed via a multiplication with a win-

dow function, then the corresponding time-domain filter can be designed by taking the Fourier

transform of the window function and then applying the convolution operator with the time-

domain signal.

In the case of our TDNNs, the hidden layer can be viewed as a nonlinear FIR filter, i.e, a

convolution, followed by a nonlinear transfer transfer function and pooling. Instead of de-

signing these filters analytically, however, the weights of our convolutional kernels are tuned
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through our training procedure. Although interpreting these nonlinear filters is considerably

more challenging than interpreting a purely linear FIR filter, examining the Fourier transform of

our convolutional kernels can lead to valuable insights. Specifically, the Fourier transform of the

convolutional kernel yields the frequency response of each artificial neuron before the transfer

function is applied. If, for instance, we notice that the frequency response is high for a given

frequency range and low for another, this may indicate that the network views the frequencies

with a high response as more important or as containing patterns that are more sharply nonlin-

ear than frequencies with low responses. In Section 4.3.3, we will perform this type of analysis

by examining the frequency responses of the convolutional kernels learned by our TDNNs.

3.3 Deep Convolutional Networks

Since the artificial neurons in the hidden layer of a TDNN perform a multivariate generaliza-

tion of a discrete convolution, it follows naturally that these layers can be stacked and pooling

can be introduced between layers in order to construct a type of deep CNN. The output matrix

for the first layer in such a CNN with L convolutional layers is then

Hi
1 =ψ(φ(Si ¯ W1 +b1)), (3.40)

where ψ is our pooling function, φ is our transfer function, Si is our matrix of signal values for

the i th segment, W1 is our matrix of network weights for the first layer and b1 is a row vector

of constant bias weights for the first layer. Note that we use subscripts under H, W and b to

denote the layer index and superscripts over H and S to denote the segment index.5 The L −1

subsequent layers then perform a convolution on the outputs of the previous layer. For layers

`= 2, . . . , L, the outputs are then

Hi
` =ψ(φ(Hi

`−1 ¯ W`+b`)). (3.41)

5In practice, all segments can be processed simultaneously by using tensors with three axes.

59



This multilayer convolutional architecture may have a number of advantages over single-

layer TDNNs. In addition to the ability to learn time-invariant representations, stacking con-

volutional layers may encourage these networks to learn hierarchical representations with in-

creasing levels of abstraction. The change of scale introduced by pooling may also encourage

the network to learn patterns at different time scales across layers. Deep CNNs also have a

higher ratio of nonlinearities to free parameters. Since our nonlinear transfer function is ap-

plied to each hidden unit, a network with narrow convolutional kernels and many layers tends

to have more applications of the transfer function for each free parameter. This allows CNNs to

learn sophisticated nonlinear patterns with a relatively small number of free parameters.

From the perspective of learned FIR filters, stacked convolutional layers can also be viewed

as cascading filters that are capable of achieving increasingly more fine-grained filtering charac-

teristics as the signals pass through each layer. The duration of the network’s impulse response,

and therefore the potential duration of the its memory, also increases additively when convo-

lutional layers are stacked. Note that the impulse response of the first convolutional layer is

determined by the width of its convolutional kernel because each hidden unit receives inputs

from a window with a width of d1 timesteps. In subsequent layers, however, the impulse re-

sponse lasts for the width of its convolutional kernel following the end of the impulse response

of the previous layer. This means that stacked convolutional networks can achieve long-term

memory by stacking convolutional layers with relatively narrow convolutional kernels. Since

pooling increases the time scale in subsequent convolutional layers, it also increase the impulse

response of our networks. The effects of stacking convolutional layers and pooling on the im-

pulse response and memory capacity of our networks will be further explored in Section 3.4.2.

In the following sections, we will propose several CNN architectures that will utilize these

stacked convolutional layers. We will also describe a method for transfer learning that utilizes

data from across multiple subjects. For future reference, Table 3.2 provides a high-level sum-

marization of all of the network architectures that we will explore. Each of these designs will be

described in detail as they are introduced.
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Table 3.2: Summary of CNN architectures.

Abbr. Name Readout Layer Transfer Learning

TDNN Time-Delay Neural Network Label Aggregation No
TDNN-TR Time-Delay Neural Network Label Aggregation Yes
CNN-FC Convolutional Neural Network Fully Connected No
CNN-LA Convolutional Neural Network Label Aggregation No
CNN-TR Convolutional Neural Network Label Aggregation Yes

3.3.1 Fully Connected Readout Layers

Now that we have described our approach for constructing convolutional layers and stack-

ing them in order to form deep networks, we must establish methods for constructing readout

layers that are capable of transforming the outputs of our convolutional layers into class la-

bels that can be used by a BCI system. One sensible approach for constructing readout layers

utilizes fully connected layers, also called dense layers, which are similar to the readout layers

commonly used in CNNs designed for image classification. We will refer to this network archi-

tecture as Convolutional Neural Networks with Fully Connected readout layers (CNN-FC).

In Figure 3.3, we see a schematic diagram illustrating the connectivity in this type of net-

work. After the input signal for the i th EEG segment is processed by one or more convolutional

layers, the output of the final convolutional layer, Hi
L , where L is the total number of convo-

lutional layers, is flattened into a single row vector, hi
L , of size TLuL , where TL is the number

timesteps in the final convolutional layer, after pooling, and uL is the number of convolutional

units in the last convolutional layer. hi
L is then passed to a layer of hidden units which again

apply our nonlinear transfer function. Since all timesteps and the outputs of all hidden units

at our final convolutional layer are passed into this hidden layer, it is said to be fully or densely

connected. The outputs of this hidden layer are then passed to a linear visible layer, after which

a softmax function is applied in order to generate a class membership probability for the entire

EEG segment. Note that the hidden and visible readout layers in this architecture are identical

to the ANN architecture described in Section 3.1.3, except in the way that the initial inputs are
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Figure 3.3: A schematic diagram showing an example of our proposed CNN architecture with fully con-
nected readout layers (CNN-FC). After the input signal is processed by one or more convolutional layers,
the network activations proceed through a fully connected layer where all channels and all timesteps are
concatenated into a single row vector and passed to each nonlinear unit. The outputs of the first fully
connected layer are then passed through a linear softmax function that outputs class probabilities for
the entire EEG segment.
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generated. This architecture is also the single-axis equivalent of the fully connected readout

layers that we have described for image classification in Section 2.2.2.

Although the use of fully connected readout layers gives the network the ability to incorpo-

rate information from across the entire time span of each EEG segment, this approach also has

several important limitations. First of all, fully connected readout layers may involve a large

number of connections and, therefore, free parameters to tune, which may result in overfitting.

This is because each timestep and hidden unit in our final convolutional layer is connected to

each hidden unit in the first readout layer. Although the number of timesteps in our final convo-

lutional layer could be reduced considerably by using many layers with pooling, this approach

can also lead to a large number of free parameters due to the increased number of layers in the

network. This tradeoff will be empirically explored in Section 4.1.3 and Section 4.1.4. The use of

fully connected readout layers also assumes that information across the entire time span of the

EEG segment is useful and, if so, that we have enough EEG segments that the network will be

able to identify and utilize these longer-term patterns without overfitting the data. Given that

our segments are not time locked and our data is noisy and undersampled, utilizing longer-term

information across entire segments may not be achievable. Finally, the use of fully connected

readout layers does not allow for continuous control or variable decision rates because class

labels are assigned for each segment at fixed-width intervals.

3.3.2 Label Aggregation Readout Layers

An alternative approach for constructing our readout layers utilizes the same label aggre-

gation strategy that we described for use with TDNNs in Section 3.2.1. Since we have already

shown that the hidden layer of a TDNN is equivalent to a single convolutional layer, it follows

naturally that our label aggregation strategy should also apply to multilayer CNNs. We will refer

to this network architecture as Convolutional Neural Networks with Label Aggregation readout

layers (CNN-LA).
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Figure 3.4: A schematic diagram showing an example of our proposed CNN architecture with label aggre-
gation readout layers (CNN-LA). After the input signal is processed by one or more convolutional layers,
the network activations are passed to a linear log-softmax layer that assigns a class label to each individ-
ual timestep. These log likelihoods are then summed, which is equivalent to multiplying the probabili-
ties. The final label for the entire segment corresponds to the maximum of these summed likelihoods.
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In Figure 3.4, we see a schematic diagram showing the connectivity in this type of network.

After the input signal for a given EEG segment is processed by one or more convolutional lay-

ers, the output of the final convolutional layer is passed to a linear visible layer followed by a

softmax function. Since the output of the final convolutional layer is not flattened, this layer

outputs a prediction of class membership for each timestep output by the final convolutional

layer. Note that if pooling is applied following some of the convolutional layers, there will be

fewer timesteps after the final convolutional layer than there were in the original input signal.

We then sum the log10 transform of these probabilities, which is equivalent to multiplying the

probabilities, in order to produce class membership scores for the full EEG segment. This pro-

cess is exactly identical to the readout layers that we have already described for our TDNNs in

Section 3.2.1.

Unlike fully connected readout layers, label aggregation readout layers have a more limited

ability to capture long-term temporal information. Although CNN-LA is capable of capturing

temporal information through it’s convolutional layers and by building evidence across all of

the labels across the EEG segment, it does not have the ability to capture fixed or nonlinear

patterns that span the entire segment. On the other hand, label aggregation readout layers

may have far fewer free parameters to tune than fully connected layers because they do not

have a separate connection to each timestep. As we have previously described in Section 3.2.1,

CNN-LA also allows for additional flexibility when designing BCI applications because it per-

mits continuous control, evidence accumulation and variable decision rates. Unfortunately,

however, exploring the intricacies of these types of control signals is beyond the scope of the

present work.

It is important to note that a number of other research groups have also explored CNN ar-

chitectures that do not incorporate fully connected readout layers in several contexts, includ-

ing image classification, image segmentation and BCIs [47, 52, 111–114]. This architecture is

sometimes referred to as a fully convolutional network and is conceptually similar, although

somewhat different in practice, to networks that utilize global average pooling layers.
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3.3.3 Transfer Learning

In Section 2.2.4, we discussed how transfer learning might be useful for addressing prob-

lems with noise, undersampling and overfitting by leveraging training data from across multi-

ple subjects. In order to explore this possibility, we will perform a series of experiments where

we first train our networks using data from other subjects and then perform a fine-tuning step

using the data for the subject at hand. In a real-world setting, the initial model could be pro-

vided beforehand and then the fine-tuning step could be performed using a brief calibration

phase performed before using the BCI system. When incorporating transfer learning, we will

only investigate label aggregation readout layers and we will refer to our network architectures

as Time-Delay Neural Networks with Transfer Learning (TDNN-TR) and Convolutional Neural

Networks with Transfer Learning (CNN-TR).

When exploring this transfer learning approach, we will follow a leave-one-subject-out ap-

proach where the data from all other subjects is first used to train the initial network and then

the data for the current subject is used for fine-tuning the model. If J is a set containing all of

our subjects and r is the current subject, then our initial model will be trained using the com-

bined training data for J − {r } and fine-tuning will be performed using only the training data

for r . The final test performance is evaluated using the test data for r . This procedure is then

repeated for all subjects.

During the initial training procedure, we first perform a fixed number of training iterations

over the combined dataset where the number of iterations is a hyperparameter that will be

selected empirically in Section 4.1.5. The model is then fine-tuned using the training data for

the current subject by starting with the connection weights from the initial training stage and

then performing additional training iterations that further update the weights in all layers of

the network. Our automatic early stopping procedure for regularization, which is discussed

in Section 3.4.4, is performed using cross validation during the fine-tuning process using only

the training data for only the current subject. This procedure may improve the generalization

performance of our networks by allowing more data to be leveraged, provided that data from
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across subjects is useful for classification and that this knowledge can be retained through the

fine-tuning stage.

3.3.4 Optimizing Input Sequences

In addition to interpreting the convolutions in our CNNs as FIR filters, as previously de-

scribed in Section 3.2.3, another approach for analyzing the types of patterns that these net-

works learn to utilize is to examine input sequences that perform well. An EEG segment that

produces a given class label with a high degree of confidence is likely to contain the types of

patterns that the network has learned to leverage for that particular class. If we compare and

contrast segments that perform well, or poorly, for each class, it may be possible to identify the

types of patterns that the network is relying upon. It can be difficult, however, to visually sift

through many EEG segments and, given the large amount of noise and confounding variables

that influence EEG signals, it is rare to find a single segment that produces a given class label

with a high degree of confidence. In order to overcome these challenges, we propose that in-

stead of examining actual EEG segments in the dataset that perform well, we should instead use

optimization techniques to search for an artificial ideal EEG segment that produces each class

label with a high degree of confidence.

In order to see how this can be achieved, first let S ∈ RN×T represent a raw, unprocessed

input segment with N channels and T timesteps. Then, let

F(S) = Filter(S) (3.42)

denote the application of our preprocessing and filtering procedures to S, which include a

1–80Hz bandpass filter and a 60Hz notch filter as will be described in detail in Section 3.5.2.

We can then describe the forward pass of our CNN to a filtered segment as

P(S; w) = CNN(F(S); w), (3.43)

67



which results in a T ×K matrix of estimated class membership probabilities for each of the K

classes and the T timesteps in S. The network is parameterized by the weights w that are found

during the training process and are now fixed. We can then pose a minimization problem,

min
S

−
T∑

t=1
log P(S; w)t ,c , (3.44)

that seeks to find an artificial input segment that maximizes the likelihood of being labeled as

belonging to a given class label c, as described by (3.31).

It is important that we do not allow our optimization procedure to learn a completely arbi-

trary input segment because realistic EEG signals in our dataset are filtered to primarily contain

frequencies between 1–80Hz and with 60Hz noise removed. For this reason, we have incorpo-

rated our filtering procedure into our optimization process and we can then use F(S) to describe

a optimal input sequence for the network that abides by these constraints.

In order to solve this optimization problem, we use the ALOPEX algorithm as described by

Unnikrishnan and Venugopal [115]. ALOPEX is a correlative learning algorithm that does not

rely on gradient information and was originally proposed by Harth and Tzanakou for mapping

the visual receptive fields of neurons in the visual cortices of animal brains [116, 117]. This

algorithm was then later adapted for training artificial neural networks by Venugopal, Pandya

and Unnikrishnan and has been explored in-depth by Bia as well as Chen and Haykin, et. al,

[115, 118–120]. Note that we run ALOPEX for 100,000 iterations with a step size of 0.015 and

perform a cooling update every 100 iterations. The results of this analysis will be presented

along with our results in Section 4.3.5.

We have chosen to use ALOPEX in this context for several reasons. First of all, ALOPEX does

not require the computation of gradient information. Although it is possible to compute the

gradients of our network with respect to the input sequence and with fixed weights, this pro-

cess is complicated by the fact that we would have to compute the gradients backward through

our bandpass and notch filters. Furthermore, this would be a somewhat computationally ex-

pensive operation that does not appear to be necessary in this context. Since we only need to
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optimize a single input sequence with a single set of fixed weights, the forward pass of our net-

work is computationally fast. This allows us to run ALOPEX for many iterations in a short period

of time while also achieving good results. Finally, it seems appropriate that we use ALOPEX to

find optimal input signals for our networks since it was originally designed to search for opti-

mal stimuli for eliciting responses in biological neurons, which is conceptually similar to this

problem except that we are now investigating the responses of artificial neural networks.

3.4 Neural Network Details

Until now, we have described only the general architectures of the artificial neural networks

that we plan to explore. In this section, we will describe additional details about the way that

our networks are initialized and trained, including standardization, transfer and pooling func-

tions and the optimization algorithm we use to tune the networks’ parameters. The goal of

this section is to describe and justify each of these design decisions and also to ensure that our

experiments are reproducible.

3.4.1 Initialization and Transfer Function

All of the neural network architectures that we will explore follow the guidelines described

by Lecun, et al., for input standardization, initialization of network weights and choice of trans-

fer function [86]. The goal of these procedures is to ensure that our networks are initialized with

reasonable parameters, achieve rapid convergence during our training procedure and have a

transfer function that is appropriate for modeling the patterns in our EEG signals.

First, we shift and scale our input data so that each dimension has zero mean and unit vari-

ance using the means and variances extracted from all combined classes in the training parti-

tion. For our CNN and TDNN networks, we standardize each EEG channel and for our PSD-

based approaches we scale each frequency bin. Since we use all of the training data, relative

differences across classes are preserved. We also use the same scaling constants for both our

training and testing partitions in order to avoid extracting information from our test data.
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We then initialize the connection weight matrix, say W, for each artificial neuron by drawing

from the random uniform distribution,

W ∼U (−
p

3/κ,
p

3/κ), (3.45)

where U (a,b) denotes the random uniform distribution ranging from a to b and κ is the num-

ber of incoming connections, or fan-in, for this particular neuron, which is equivalent to the

number of rows in W. Note that the range of this distribution is chosen so that

σ= κ−1/2, (3.46)

where σ is the standard deviation of W. Since the columns of our input matrix, X, have zero

mean and unit variance, W results in H = XW with columns that roughly have zero mean and

unit variance.6

The nonlinear transfer function we use is

φ(H) = 1.7159 tanh

(
2

3
H

)
, (3.47)

where tanh is the element-wise hyperbolic tangent function and where H is the matrix of pre-

transfer outputs for a given hidden layer. Note that φ is smooth, continuous and differentiable,

which are generally desirable when using gradient-based optimization techniques.

In Figure 3.5, we explore the shape of φ and the effect that its application has on its inputs.

In Figure 3.5a, we see the output ofφ(s) for s ∈ [−4,4]. Note thatφhas a sigmoidal shape and has

a symmetric effect on positive and negative inputs. It is also nearly linear and has roughly unit

gain within [−1,1] but rapidly becomes nonlinear outside this range and ultimately squashes

its inputs onto [−1.7159,1.7159]. In Figure 3.5b we the effect of applying φ to sinusoids with

6Although we use the notation for our simple feedforward networks here, the same principals apply to our CNN
architectures.
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Figure 3.5: The application of φ to sinusoids with different amplitudes. (a) The sigmoidal shape of φ
is nearly linear in [−1,1] and then increasingly nonlinear with outputs ultimately being squashed onto
[−1.7159,1.1759]. (b) The application of φ to a sine wave results in increasingly nonlinear behavior for
larger amplitudes until nearly binary switching dynamics are achieved.

varying amplitudes. For sine waves with an amplitude of less than one, the signal is largely

unchanged. For signals with higher amplitudes, however, the response becomes increasingly

nonlinear in both the positive and negative directions until nearly binary switching dynamics

are achieved. If our convolutions, which can be viewed as FIR filters, learn to amplify the signal

so that it enters this nonlinear range, then the neuron will respond in a nonlinear way. On the

other hand, if the outputs of these FIR filters remains near the linear range, the signal will pass

unchanged. Similarly, any frequency ranges that are attenuated by these FIR filters will remain

unpassed.

When our standardization and weight initialization procedures are combined with φ, the

initial configuration of our network results in outputs at each layer that have approximately

zero mean and unit variance. Keeping the scale of the outputs at each layer the same helps to

ensure that the weights at each layer are tuned at similar rates during the training procedure.

Preventing the outputs from growing larger as they pass through each layer of the network also

helps to prevent our transfer function from becoming saturated because outputs that are far on

the tails ofφhave a nearly zero gradient, which can result in slow training convergence. Keeping

our transfer function nearly linear, i.e., in [−1,1], also causes our initial configuration to have
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nearly linear activation at each layer. This allows the network to learn nonlinearities during

optimization rather than having arbitrary nonlinearities introduced at initialization. Note that

we have explored the use of several potential transfer functions in pilot experiments, including

the unscaled hyperbolic tangent and rectified linear transfer functions, and have found that this

transfer function generally works best and yields small and computationally efficient networks.

3.4.2 Pooling

In our experiments, we will examine two potential configurations for pooling. First, we will

examine networks that do not incorporate pooling at all, i.e., where ψ is the identity function.

Additionally, we will examine the 2:1 average pooling function. If we let Z be the T −d +1×u

matrix of outputs resulting from out convolution and transfer operations, then ψ(Z) is then a

(b(T −d +1)/2c)×u matrix where the element in the i th row and j th column is

ψ(Z)i , j = 1

2
(z2i , j + z2i−1, j ). (3.48)

Although a variety of other pooling functions have been proposed for use in CNNs [45, 121], we

have found that the averaging pooling function works well while also being computationally

efficient. The average pooling function also performs antialiasing because it acts as a moving

average filter that attenuates frequencies above 1
2 of the Nyquist rate. This reduces the potential

need for our networks to learn antialiasing filters and also simplifies interpretation by attenu-

ating aliasing artifacts.

Introducing pooling into our network architectures can potentially improve performance

in two ways. First, pooling acts as a change of scale between convolutional layers. This may

encourage the network to learn both shorter-term, higher-frequency patterns as well as longer-

term, lower-frequency patterns. Second, pooling increases the duration of the impulse re-

sponse of our networks, which permits a higher memory capacity without increasing the num-

ber of connections and free parameters in our network. In Figure 3.6 we see examine the du-

ration of the impulse response of two convolutional layers which both have a convolutional
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Figure 3.6: An illustration of how 2:1 pooling affects the duration of the impulse response of two convo-
lutional layers that both have a convolutional kernel of width three. (a) Without pooling, the duration
of the combined impulse response of both layers is 3+3−1 = 5 timesteps since the second convolution
can respond up to the tail of the first convolution. (b) when 2:1 pooling is introduced between layers, the
duration of the impulse response increases to 3+2·3−1 = 8. This is because the output of the first convo-
lutional layer is decimated two-fold, which effectively doubles the duration of its impulse response with
respect to the original input signal. Note that the number of connections that are tuned during training,
shown in blue, is the same for both network configurations.

width of three. In Figure 3.6a, we see that the duration of the impulse response is 3+3−1 = 5

timesteps because a convolution has an impulse response duration equal to its width and be-

cause the subsequent layer can respond up to the tail of the response from the previous layer. In

Figure 3.6b, we see that the duration of the impulse response after introducing 2:1 pooling be-

tween the layers increases to 3+2·3−1 timesteps of the original input signal because the output

of the first convolutional layer is decimated two-fold before the second convolution is applied.

This effectively doubles the length of impulse response of the second convolutional layer. There
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is, however, also some information loss incurred during the pooling process that may limit the

ability of the network to capture more granular shorter-term information. In Section 4.1, we

will examine these trade-offs in detail.

3.4.3 Scaled Conjugate Gradients

Training a neural network to perform a given task generally involves an iterative procedure

for optimizing the connection weights of the network so that it learns to map the example in-

puts to the desired outputs. More formally, we seek to minimize our loss function, E(w), over

our training data where w is a column vector containing the connection weights of our network.

Due to the nonlinear and high-dimensional nature of ANNs and because there are many poten-

tial symmetries across neurons,7 E(w) tends to be nonlinear and nonconvex. As a result, closed-

form solutions for finding the optimal connection parameters in ANNs generally do not exist

and iterative optimization techniques are required. Since, ANNs are typically differentiable,

through an approach known as backpropagation, gradient-based optimization techniques can

be used to guide and accelerate the optimization process [79, 80].

In general, the i th iteration of such an optimization technique can be described as

wi+1 ← wi +αd (3.49)

where α is a scalar step size and d is a vector indicating the direction of the step. The value

of d, and potentially α, can be determined using first-order gradient information in a process

broadly referred to as gradient descent.

Steepest Descent (SD) is a relatively straightforward gradient descent algorithm where α is

an empirically selected hyperparameter, known as the learning rate, and where d is the error

7Swapping all of the connection weights between two artificial neurons is a trivial demonstration that multiple
configurations exist that can produce identical outputs.
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(a) Steepest descent with learning rate
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(b) Steepest descent with line search
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(c) Scaled Conjugate Gradients

Figure 3.7: Examples of gradient descent algorithms minimizing the quadratic function w2
1 +5w2

2 = 0.
The search begins at the point (−0.9,−0.8) and the global minimum is at (0,0). (a) Steepest descent with
a simple learning rate can have a step size that is too large in steep regions and too small in flat regions.
It also tends to alternate in a zigzag pattern toward the function minimum. (b) Steepest descent with line
search finds an optimal step size. It can, however, still follow a zigzag pattern toward the minimum. (c)
Scaled conjugate gradients searches for appropriate step sizes and also reduces zigzagging by selecting
conjugate search directions.
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gradient, i.e., the vector of first-order partial derivatives,

E′(w) =∇E(w) =



∂E
∂w0

∂E
∂w2

...

∂E
∂wN


. (3.50)

Although SD can work well in some cases, it often suffers from poor convergence rates and

may fail to converge on a solution altogether. For instance, if the learning rate is too large then

encountering a steep region of the error surface can cause SD to rapidly move far away from

an appropriate solution. This problem is sometimes referred to as the exploding gradient prob-

lem. If, on the other hand, the learning rate is too small, then SD can make very slow progress

over plateaus on the error surface. These types of plateaus are common in deep and recur-

rent networks due to the fact that the magnitudes of error gradients tend to decrease rapidly as

they pass through multiple layers of a network, known as the vanishing gradient problem [83].

Since the error surfaces for ANNs may contain both steep and flat regions, ordinary SD is often

insufficient. In Figure 3.7a, we see an example of ordinary SD minimizing a two-dimensional

quadratic function. Note that early iterations, near a relatively steep region of the quadratic

function have a step size that is too large and overshoots the optimal step size. Near the func-

tion minimum, at the point (0,0), the step size then becomes too small, taking several iterations

to converge on the minimum.

A variety of approaches for improving convergence can be incorporated into SD. For exam-

ple, the magnitude of the step size can be capped and a momentum term can be used to ensure

that the step size does not abruptly change across a few iterations. Alternately, SD can be mod-

ified to utilize meta-search in order to establish the step size, as opposed to relying on a fixed

learning rate [122]. In this approach, a simple search routine, e.g., line search, can be used to

find a value of α that minimizes E(w) along the current search direction.
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Although utilizing a line search in order to establish our step size can eliminate some of the

problems associated with relying on a fixed learning rate, this variant of SD has a tendency to

move across valleys on the error surface in an alternating zigzag pattern. In Figure 3.7b, we see

an example of SD with line search minimizing a quadratic function. Although the step sizes are

now optimal, which is an improvement over SD with a fixed learning rate, this approach still

moves toward the function minimum in an alternating zigzag pattern with multiple iterations

moving in the same direction.

Conjugate gradient (CG) methods reduce this tendency to search along the same direction

in different iterations by selecting conjugate search directions. Shewchuk, et al., describe CG

methods thoroughly and in detail [122]. Somewhat informally, the intuition behind CG meth-

ods is to imagine that a locally quadratic approximation of our error surface is scaled to be

shaped like a round bowl. Searching in orthogonal directions in this transformed space now

allows us to ensure that we do not repeatedly search in the same direction. If we neglect the

limits of numerical precision, assume that optimal step sizes are accurately found and assume

that our error function is purely quadratic, then CG methods converge in less than N iterations

where N is the dimensionality of our parameter vector, w.

Scaled Conjugate Gradients (SCG), originally proposed by Møller for tuning the weights of

ANNs [80,85], further refines the CG method by replacing the line search with a quadratic func-

tion that can be minimized in each search direction. By utilizing a second gradient evaluation

to estimate second-order gradient information, SCG fits a quadratic polynomial to the error

surface in each successive search direction. The inflection point of this polynomial can then be

found analytically in order to determine the appropriate step size. In Figure 3.7c, we see an ex-

ample of SCG minimizing the same two-dimensional quadratic function used in our previous

examples. In this case, SCG does not move in a zigzag pattern and avoids searching in the same

direction in multiple iterations. Note that SCG also converges in roughly two iterations for this

two-dimensional, quadratic minimization problem.
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Although the error surfaces for neural networks are typically not purely quadratic, a locally

quadratic approximation of the error surface generally appears to work well and, in our experi-

ence, SCG usually provides rapid convergence to good solutions for a variety of neural network

architectures. These observations align with other works that have explored variants of the CG

algorithm for training deep networks, including the popular Hessian-Free algorithm, which was

proposed for use in neural network optimization by Martens and Sutskever and is quite similar

to SCG [88, 90, 123].

It is worth noting that optimization strategies that utilize Stochastic Gradient Descent (SGD)

are currently popular for optimizing the weights of deep neural networks [79, 86, 123, 124]. In

SGD, the loss function during each iteration is computed using only a small, semi-random sub-

sample of the training data, called a minibatch. Over a number of iterations, all training exam-

ples are typically used. SGD-based approaches have the advantage of being computationally

convenient for large datasets that cannot be fit into volatile memory and may be less likely to

converge on local minima because the introduction of stochastic behavior leads to additional

local exploration of the error surface. SGD may not, however, be appropriate for small or mod-

erately sized datasets that can easily fit in memory and where each minibatch is likely to consist

of a relatively large portion of the training data.

In the current setting, computational performance, for both training and prediction, is im-

portant in order to allow interactive use of the BCI system. Furthermore, our training data is

relatively undersampled and can easily fit into volatile memory. As a result of these obser-

vations and our experience using various optimization algorithms to tune the weights of our

proposed network architectures, we believe that SCG is the best candidate. In all subsequent

experiments, we will use SCG for weight optimization.

3.4.4 Regularization

In order to help prevent our neural networks from overfitting the training data, i.e., from

fitting noise, artifacts and other patterns that do not generalize well, we utilize the early stop-
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ping regularization technique [79, 80]. Early stopping limits the complexity of our networks

and, therefore, helps to prevent overfitting by limiting the number of optimization iterations

performed during the training procedure. Since our networks are initialized with small weight

values and are designed to behave nearly linearly in their initial configurations, early termina-

tion of the optimization procedure prevents the connection weights from growing large while

simultaneously limiting the nonlinear behavior of our networks.

In order to achieve this, our SCG optimization algorithm is first configured to run for either

2,500 iterations or else until the change in the loss function function falls below 1× 10−8 be-

tween two consecutive iterations. During this first optimization pass, classification accuracy is

also computed over the validation partition every 20 iterations, unless otherwise noted. This

process is repeated over all of our validation folds, as described in Section 3.5.4. Finally, the

network is retrained, using the same initial weight configuration, for the number of iterations

that achieved the best mean validation performance. Note that this early stopping procedure is

repeated for each participant and network configuration because there can be different levels

of noise and nondiscriminative patterns for different subjects and because changes to network

configuration can alter the model’s tendency to overfit. The outcomes of our experiments with

regularization are explored in detail in Section 4.1.

3.5 Data and Implementation

Now that we have thoroughly described the methods behind our classification algorithms,

we will continue by describing the details of our experimental procedures. This will include

our implementation, dataset and participants as well as our methods for preprocessing and

evaluating the performance of our classifiers. To the extent possible, we have made these com-

ponents publicly available in order to provide transparency and reproducibility.
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3.5.1 The Colorado EEG and BCI Laboratory Software

All of our algorithms, experiments and data collection procedures are implemented within

the framework of the Colorado EEG and BCI Laboratory version 3 (CEBL3). CEBL3 is an open-

source and publicly available software package that is produced and provided by our research

laboratory, the Colorado State University BCI Lab [14, 125].8,9 CEBL3 is written primarily in the

high-level Python programming language and is heavily integrated with NumPy and SciPy for

numerical methods, matplotlib for visualization and wxPython for its graphical user interface.

Figure 3.8: Layout of software modules in CEBL3. This design allows the engineer to first develop offline
prototypes using only the general modules and then promote successful prototypes to an interactive BCI
using the real-time modules.

CEBL3 is intended to support rapid prototyping of BCI technologies and end-to-end support

for all phases of BCI research and development. In order to achieve this, CEBL3 is divided into

two tiers, as depicted in Figure 3.8. In a typical workflow, a researcher would begin their work in

8The homepage for CEBL3 is located at https://www.cs.colostate.edu/eeg/main/software/cebl3

9We used tagged version 3.1.0 available at https://github.com/idfah/cebl.
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a Python script or Jupyter notebook using only the modules from the first tier. These modules

provide a broad range of functionality that is generally useful EEG analysis and developing novel

BCI technologies, including data manipulation, signal processing, visualization and machine

learning.

Figure 3.9: A screen capture of the CEBL3 graphical user interface (GUI). The GUI has a notebook-style
layout that allows for various windows to be detached and viewed across multiple displays.

Methods that prove to be successful can then be promoted to the second tier, which is de-

signed for creating real-time, interactive BCI systems. The second tier includes a fully functional

and extensible graphical interface, shown in Figure 3.9, and includes a variety of tools that are

useful for creating interactive BCIs. This includes modules for real-time data acquisition from

several EEG hardware devices, widgets for common BCI paradigms and a framework for con-

figuring filtering pipelines.

All of our classifiers, including our neural networks, are available in CEBL3. These imple-

mentations make heavy use of vectorization, in-place memory operations and manual gradi-

ent derivations in order to achieve good computational performance. We also use a build of
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NumPy that is linked against Intel’s Math Kernel Library (MKL), which we have found to greatly

improve computational performance on Intel microprocessors [126]. These optimizations al-

low us to train each of our neural network architectures in less than ten minutes and runtime

inference is easily fast enough for use in interactive BCIs, without relying on specialized neural

network hardware or Graphics Processing Units (GPUs) for acceleration.

3.5.2 EEG Acquisition System

All of the data used in our experiments were recorded using the g.MOBILab+ EEG acqui-

sition system with g.GAMMASys active electrodes, manufactured by Guger Technologies, also

known as g . tec. The g.MOBILab+ EEG system is small, portable and relatively affordable, mak-

ing it well suited for practical BCI applications. This system provides eight active EEG electrodes

and a sampling rate of 256Hz per channel with a bandwidth of 0.5–100Hz at −3db attenuation.

The specifications of this EEG system are summarized in Table 3.3. We chose to place the eight

channels at sites F3, F4, C3, C4, P3, P4, O1 and O2, as previously shown in Figure 1.2, in order to

cover a broad area of the cortex for each hemisphere of the brain.

Table 3.3: Specifications of the g.tec g.MOBILab+ with g.GAMMASys EEG acquisition system.

Manufacturer Guger Technologies
Model g.MOBILab+
Electrode System g.GAMMASys

Channels 8
Sampling Frequency 256Hz
Passband 0.5–100Hz
Active Electrodes yes
Reference right earlobe
Electrode Material Ag/AgCl
Communication Bluetooth
Power Source 1.5V DC (AA)
Approx. Cost (USD) 11,000

Following data acquisition, we apply a 2nd order bidirectional, zero phase Butterworth filter

with a stopband of 59.5–60.5Hz at -3db power in order to attenuate 60Hz interference induced
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by power mains and appliances. We then apply a similar 3rd order Butterworth filter with a pass-

band of 1–80Hz in order to reduce both slow drift and higher-frequency components near the

Nyquist rate of 128Hz. We have found that these filtering steps slightly improve performance

for all of the methods explored here, especially for EEG signals that were recorded under real-

istic conditions. Given the large amount of noise encountered in real-world environments, we

believe that these extra filtering steps are likely beneficial in BCIs used for assistive technology.

3.5.3 Participants and Mental Tasks

All of our experiments are conducted using a publicly available dataset that was collected

by our laboratory in 2012 expressly for the purpose of evaluating methods for classifying EEG

signals in MT-based BCIs.10. This dataset includes EEG recorded from 14 participants. The first

10 participants were drawn from a sample of convenience, i.e., university graduate students.

These participants had no known medical conditions or impairments and data were recorded in

the well-vetted Brainwaves Research Laboratory in the College of Health and Human Sciences

at Colorado State University [127,128]. The remaining four participants had motor impairments

causing varying degrees of paralysis: two had complete Spinal Cord Injuries (SCIs) at vertebrae

C4 and two had progressive Multiple Sclerosis (MS). For these participants, EEG recording took

place in their home environments in order to replicate realistic operating conditions. Note that

two participants were excluded from the downloadable dataset, one because mental task data

were not recorded for the g . tec system and the other because all trials were not completed.

Each participant was seated comfortably in front of a 20-inch LCD computer screen and

asked to remain relaxed and move as little as possible during the experiments. They were then

given instructions on how to perform four mental tasks following a cue on the monitor in the

form of a single word, an example of which is shown in Figure 3.10. These tasks, which are sum-

marized in Table 3.4, consisted of: silently singing a favorite song, imagine repeatedly making a

left-handed fist, visualizing a cube rotating in three dimensions and silently counting backward

10Available for download at https://www.cs.colostate.edu/eeg/main/data/
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Figure 3.10: A screen capture of the visual cue given to a subject prompting them to perform the Song
task in CEBL3.

from 100 by decrements of three. Each participant performed all four tasks in a randomized or-

der for 10 seconds per task. A blank screen was presented for two seconds between each cue

during which the subject was instructed to relax. This procedure, which we refer to as a trial,

was repeated five times. This yielded 50 seconds of EEG data per mental task and a total of 200

seconds of data for each participant. The data were later split into two-second non-overlapping

segments, yielding 25 segments per mental task and a total of 100 EEG segments per participant.

Table 3.4: Mental tasks used and cues shown to the participants.

Cue Task description

Count Silently count backward from 100 by threes.
Fist Imagine repeatedly making a left-handed fist.
Rotate Visualize a cube rotating in three dimensions.
Song Silently sing a favorite song.

The mental tasks listed in Table 3.4 were selected through a process that involved reviewing

previous literature as well as using our prior experience and intuitions about which mental tasks

are easily performed and likely to generate different types brain signals. In the seminal work by
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Keirn and Aunon and in followup studies by Anderson, et al., tasks involving rest, mathemat-

ical problem solving, visualization of rotating geometric figures, verbal letter composing and

counting were used with a degree of success [33, 57, 58, 64, 65]. As is described by Keirn and

Aunon, many of these tasks are known to elicit different types of brain signals, especially with

respect to the specialization of the hemispheres of the brain [33]. Works by Galán, et al., and by

Millán, et al., have achieved notable success by combining mental tasks, such as resting, visual-

ization and verbal tasks, with motor imagery tasks, such as imagined left and right hand move-

ment [34, 69]. Works by Friedrich, et al., have explored the pairwise performance of a number

of mental tasks and have found that verbal word association, mathematical subtraction, visu-

alization of rotating geometric figures and motor imagery were all among the best-performing

tasks [36, 56]. Friedrich, et al., did, however, also note a large amount of inter-subject variabil-

ity. Note that our Count task is similar to the mental subtraction tasks found in many of these

studies, Fist is a specific type of motor imagery and Rotate is similar to geometric figure rota-

tion. Although the Song task is rare in research by other groups, we have found it to be easy to

perform and, since it involves silent singing, it may be similar to the verbal tasks found in other

studies. In several previous studies, our research group has found these mental tasks generally

work well [60–62, 66].

3.5.4 Validation and Performance Evaluation

We utilize several techniques to ensure that our models are trained and evaluated fairly.

First, we split the data for each participant into an 80% training partition and a 20% test par-

tition. The training partition corresponds to the first four trials while the remaining 20% cor-

responds to the final trial. We believe that this approach is reasonable because it parallels the

general procedure that would be followed in a real-time BCI, i.e., the participant would first

calibrate the system and then later use it interactively. While the training partition will be used

for both training our models and for model selection, the final testing partition is completely

withheld for use in our final evaluation results.
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Each classification approach that we have proposed utilizes a single regularization hyper-

parameter that is tuned on a per-subject basis. In order to select this parameter, we use a five-

fold cross validation procedure. Since the training partition contains 20 segments for each of

the four mental tasks, each fold of our cross validation then consists of 15 ·4 = 60 segments for

training and 5 ·4 = 20 segments for validation. After this cross validation procedure is used to

estimate the best regularization parameter, the model is trained over the entire training parti-

tion, which consists of 20·4 = 80 segments and, finally, the performance is recorded for the final

5 ·4 = 20 test segments.

When performing additional model selection and hyper-parameter tuning experiments, be-

yond the selection of our per-subject regularization parameters, we use the same cross valida-

tion procedure but for only the first five participants in the laboratory group. The mean vali-

dation performance is then averaged over all five of these participants. This procedure allows

us to identify suitable model configurations while only using a small subset of the training data

and participants. If we were to select our model configurations individually, it is possible that

this procedure might overfit the training data, leading to poor generalization performance. If,

on the other hand, we utilized the training data for all participants, our model configurations

might be excessively tuned to the individuals in our study, leading to overly optimistic results.

In order to evaluate the performance of our models, we utilize three performance metrics.

The first of these metrics is Classification Accuracy (CA), which conveys the percentage of seg-

ments that were correctly labeled,

100 · Number of correctly labeled segments

Total number of segments
. (3.51)

CA is a valuable performance metric because it is intuitive and easy to interpret. CA also aligns

closely with the user’s perception of a BCI system’s performance, i.e., the percentage of com-

mands during which the system reacted correctly. Note that for our four-class problem, a CA of

25% corresponds to the expected performance of a random classifier.
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CA does not, however, fully convey false positives versus false negatives and it does not de-

scribe the performance of each individual class, which are important factors to consider when

gauging user experience, comparing models and choosing mental tasks. In order to examine

these aspects of performance, we also present 4×4 confusion matrices where each element

ci , j = 100 · Segments labeled as class i that belong to class j

Total number of segments in class j
. (3.52)

Confusion matrices allow us to examine the performance of each class separately and to iden-

tify which class-label combination are frequently confused by the classifier.

Although confusion matrices provide a detailed breakdown of performance, they do not

explicitly account for the number of classes or for the rate at which class labels are assigned.

Note that a BCI with fewer tasks or longer segments will likely have a higher CA than a BCI with

many classes or shorter segments, even though the former provides fewer degrees of control

and a slower response time. In order to account for these variables, we also present Information

Transfer Rate (ITR). This performance metric, which was derived by Pierce and later adapted for

use in BCI by Wolpaw, et al. [129,130], expresses the amount of information, in bits-per-minute

(bpm), that is transferred from the user to the BCI system. ITR can be written as

V

(
log2 K + A log2 A+ (1− A) log2

1− A

K −1

)
(3.53)

where V = 30 is the classification rate in decisions per minute, K = 4 is the number of classes

and A is the fraction of correct decisions over the total number of decisions made. Although ITR

can be difficult to interpret, it is valuable when comparing approaches across paradigms and it

also encapsulates the rate at which a user is able to control the BCI.
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Chapter 4

Results

Now that we have motivated our problem and thoroughly described our methods and data,

we will continue by performing a series of concrete experiments and empirical analyses. First,

we will tune each of our model hyperparameters and examine how of each our design decisions

and regularization procedures impacts validation performance and generalization. These ex-

periments will lead to a number of insights into each of our classification approaches and will

yield suitable configurations for each of our models. We will then present the final test results

achieved by each of our classifiers and perform a careful comparative analysis. These experi-

ments will provide evidence that our proposed TDNNs and deep CNNs outperform PSD-based

approaches and that transfer learning further boosts the performance for both of these network

architectures. An examination of the tradeoff between classification accuracy and responsive-

ness will also support our claim that these methods are well-suited for use in real-time appli-

cations. Finally, we will perform a series of experiments that analyze the types of patterns that

our classifiers learn to utilize. These experiments will examine frequency responses, layer-wise

outputs and optimal input sequences. These results of these analyses will provide tangible in-

sights into the inner workings of our networks as well as the structure of the patterns found in

these EEG signals.

4.1 Model Selection

We will begin by performing a number of model selection experiments that are designed

to establish effective model configurations and hyperparameters for each of our classification

methods. First, we will explore a number of potential preprocessing steps and model configu-

rations for our baseline classifiers. We then show how the performance of our CNNs progresses

as we introduce various components of our network architecture, including multiple layers,

pooling, label aggregation and transfer learning.
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In order to ensure that our models are not excessively tuned to the dataset at hand, the

experiments in this section are restricted to the validation performance for the first five partic-

ipants, as described in Section 3.5.4. For experiments that involve broad hyperparameters or

changes to our model architecture, we examine the average validation performance across all

five of these participants. Since our regularization parameters are tuned on a per-subject ba-

sis, we will examine the performance of these parameters only for Subject-1, unless otherwise

specified. We have found that the behavior of our regularization parameters for Subject-1 is

typically representative of the other subjects and we will present the selected hyperparameters

for all subjects along with our final test results in Section 4.2.

4.1.1 Power Spectral Densities

Recall that our baseline approaches first estimate the PSD of each signal segment, using the

DFT and Welch’s method, and then pass these features to a subsequent classification algorithm.

The span parameter, ω, affects the smoothing, dimensionality and frequency resolution of our

PSDs. Low values ofω result in a smooth and low dimensional representation while high values

of ω result in increased resolution and dimensionality. In Figure 4.1, we see how our mean vali-

dation Classification Accuracy (CA) changes as we vary ω for each of our baseline classification

algorithms, LDA, QDA and ANNs with 32, 64 and 96 hidden units. The regularization parameter

for each method, which will be examined shortly, is individually tuned for each classifier, sub-

ject and value of ω. Also, note that ω = 2 seconds is equivalent to using the raw DFT, since the

length of our signal segment is two seconds, and results in 256 ·8 = 2048 features per segment.

On the other hand, ω= 1
16 of a second results in only 8 ·8 = 64 features per segment.

From these experiments, it is clear that a moderately small span, between 0.25 – 0.5 seconds

or 256–512 features, yields optimal CA across all of our classification algorithms. This suggests

that Welch’s method does, to some extent, help address noise, undersampling and high dimen-

sionality. From this experiment, we can also see that models with fewer parameters often out-

perform larger ones. Note that withω= 0.25, LDA has 612 free parameters while an ANN with 64
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Figure 4.1: Mean validation CA versus span, ω, for each of our PSD-based classification approaches av-
eraged across the first five participants. LDA achieves the highest mean validation performance with
ω= 0.25 and our ANNs with 64 hidden units outperforms smaller and larger networks with peak perfor-
mance at ω= 0.5.

units has 10,052 and QDA has 58,145.11 Note, however, that the peak performance for interme-

diate sized ANNs, with 64 hidden units, slightly outperform the smaller ANNs, with 16 and 32

hidden units. Although not shown here, we have also found similar results in experiments with

two and four hidden units. This suggests that while there may be some nonlinearity present in

these representations, LDA’s robustness to overfitting may be more useful than an ANN’s ability

to form nonlinear class boundaries. Given the peak values found in Figure 4.1, future experi-

ments will use a value of ω = 0.25 for LDA and ω = 0.5 for QDA and our ANNs. We will also fix

the number of hidden units in our ANNs at 64.

Recall from Chapter 3 that QDA is regularized by mixing the class covariance matrices with

the average covariance matrix and that LDA is regularized by mixing the average covariance ma-

trix with a diagonal matrix. This results in a continuum ranging from QDA to LDA to a nearest-

mean classifier. In Figure 4.2, we see how CA changes as these two regularization parameters

are varied for Subject-1. Note that the thin lines in Figure 4.2 show the CA for each fold while

11QDA is parameterized by the triangular of the covariance matrices and mean vectors for all classes.
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(a) QDA regularization example.

0.0 0.2 0.4 0.6 0.8 1.0
Shrinkage (λ)

20

30

40

50

60

70

80

90

100

C
la

ss
if
ic

a
ti

o
n
 A

cc
u
ra

cy
 (

%
)

Training
Validation
Expected Random
Peak Validation

(b) LDA regularization example.

Figure 4.2: Training and validation CA versus our regularization parameters when using PSDs and dis-
criminant analysis for Subject-1. The thin lines are the performance for each validation fold and the
thick lines show the mean across folds and the shaded region is the range. (a) When varying covariance
averaging for QDA, peak performance is achieved with γ = 1.0, which is equivalent to LDA. The train-
ing accuracy is near 100% for smaller values of γ, which suggests that overfitting is occurring. (b) When
varying covariance shrinkage for LDA, peak performance is achieved with a moderate value of λ= 0.66.
Again, the training accuracy near 100% for small values of λ, suggesting overfitting.
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the shaded region represents the range and the thick line is the mean across all folds. Training

accuracy is shown in blue while validation performance is shown in green.

This experiment leads to several interesting observations. First, we see that performance

is near the expected random in the complete absence of regularization, i.e. QDA with γ = 0.0.

Note that the inverse of the covariance matrix generally does not exist in this use of QDA and we

instead rely on the Moore-Penrose pseudo inverse. As γ increases, our validation performance

begins to rise while training CA remains at 100% until near γ= 1.0. This suggests that averaging

the covariance matrices is not sufficient for regularizing QDA. In Figure 4.2b, we see the effect

of moving the LDA covariance matrix from the class average toward a diagonal matrix via the

regularization parameter λ. As λ increases, our validation performance continues to improve

until our training CA drops below 100% CA at around λ= 0.66. As λ approaches one, the model

appears to have insufficient complexity and both the training and validation performance be-

gin to decrease. This suggests that, despite the use of Welch’s method, our PSDs continue to

be susceptible to overfitting and that our regularization process must generally move beyond

averaging class covariances in order achieve effective regularization.

Recall that our ANNs are regularized using early stopping. By stopping the training pro-

cedure after a limited number of training iterations, early stopping prevents our ANNs from

acquiring large weights and limits the nonlinear behavior of the model. In Figure 4.3, we see

how the training and validation CA for Subject-1 varies as the number of training iterations in-

creases. Note that for our PSDs, we measure validation performance every five iterations in

order to improve computational performance. From this experiment, it is clear that our ANNs

rapidly fit our PSD representations after about 30 iterations of SCG, at which point the training

CA reaches 100% and validation CA levels off at about 80%. Numerical precision is also rapidly

achieved during the training procedure, typically in less than 50 iterations.12 The validation CA

does not decrease on average, however, which suggests that the model does not catastrophically

12We consider the numerical precision of our networks to be reached when the difference in the loss function is
less than 1.0×10−8 for two successive training iterations.
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Figure 4.3: Training and validation CA versus training iterations for Subject-1 when using our PSD and
ANN classifier. The thin lines are the performance for each validation fold and the thick lines show the
mean across folds. Peak validation performance is achieved at around 30 training iterations. Training
CA quickly rises to 100% after only five iterations while validation performance levels off after around 30
iterations. The ANN is able to fit all training examples before reaching numerical precision, suggesting
that generalization may be limited by undersampling.

overfit noise in the training data. Instead, it appears that while Welch’s method and our limited

number of hidden units help to mitigate overfitting, the model is still able to rapidly find a class

boundary that separates all of the training data perfectly. This suggests that our data continues

to be undersampled for this model, which likely limits generalization performance.

4.1.2 Time-Delay Embedding Networks

There are three primary hyper-parameters to examine in our TDNNs: the number of hid-

den units, u, the embedding dimension, d , and the number of training iterations used in early

stopping. In Figure 4.4, we see how the mean validation CA across the first five participants

changes as we vary u and d . Note that early stopping is performed separately for each sub-

ject and value of u and d . From this experiment we can see that our optimal validation CA of

65.25% is achieved with u = 52 and d = 7. We can also see that our TDNNs are more sensitive to

changes in d than to changes in u. Although the networks perform reasonably well for values of
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u greater than about 30, performance quickly begins to drop as d grows above about 20. Note

that the number of parameters in these models grows linearly with both d and u.

Figure 4.4: Mean validation CA versus hidden units, u, and embedding dimension, d , for TDNNs. Vali-
dation CA is averaged across the first five participants. Peak CA is achieved with u = 52 and d = 7. These
networks appear to be more robust to changes in u than in d , possibly because wider FIR filters cannot
be easily regularized using early stopping.

In order to explain why TDNNs may be more sensitive to changes in the embedding di-

mension than to the number of hidden units, consider our interpretation of each unit as an

FIR filter, as described in Section 3.2.3. FIR filters with a higher order, i.e., a larger embedding

dimension, are generally able to achieve sharper filtering characteristics and steeper roll-offs.

In other words, larger values of d allow more selective, finer-grained response to different fre-

quencies while smaller values of d are forced to respond to broader ranges of frequencies. We

suspect that the addition of more hidden units can, to some extent, be counter-acted by stop-

ping the training procedure before the response of the units becomes very nonlinear, i.e., early

stopping is good at controlling the nonlinearity of the model. On the other hand, a large embed-

ding dimension may lead to filters that are easily able to select overly specific frequency bands.
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Since even linear FIR filters are able to achieve this, early stopping may not be very effective at

preventing the model from fitting excessively narrow frequency bands.
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Figure 4.5: Training and validation CA versus training iterations for Subject-1 when using TDNN. The
thin lines are the performance for each validation fold and the thick lines show the mean across folds.
Peak validation performance is achieved at around 575 training iterations. Training CA climbs relatively
slowly, achieving 100% accuracy around 400 iterations. Only a minor decline is seen in mean validation
CA after it’s peak, suggesting only slight overfitting.

In Figure 4.5, we see how our early stopping procedure affects training and validation CA

when using a TDNN for Subject-1 with u = 52 and d = 7. Note that we measure CA every 25

iterations. The mean training accuracy climbs steadily before reaching 100% CA around 400

iterations while the mean validation accuracy reaches its peak value of 82.50% CA at 575 iter-

ations. The validation accuracy then falls slightly before leveling off at around 700 iterations,

at which point the numerical precision of our loss function is typically reached. TDNNs gen-

erally require considerably more training iterations than the ANNs we have examined for clas-

sifying PSDs. This suggests that the error surface is more sophisticated for these networks and

that finding a class boundary that perfectly separates all of the examples in the training data

is not as easily achieved. Also, notice that the validation accuracy continues to improve after

the training accuracy nears 100% and that the validation CA drops only slightly after reaching
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it’s peak value. These observations suggest that TDNNs are less susceptible to undersampling

and overfitting than our PSD-based approaches. This can be partially explained by the fact that

our TDNNs assign class labels at each timestep using only a narrow window of the signal as the

network input. This results in a larger number of smaller training examples and a higher ratio

of training examples to model parameters. Since there are 512 timesteps in each our of signal

segments, our TDNNs effectively have 512-fold more training examples. Our best-performing

TDNN configuration also has only 3,176 model parameters, which is fewer than 1
3 the number

of parameters in the ANNs we examined for classifying PSDs. Provided that the narrower input

windows used by our TDNNs are sufficient to capture the necessary patterns in the EEG signals,

this approach may be advantageous over PSD-based methods due to its increased robustness

to noise, undersampling and overfitting.

4.1.3 Convolutional Networks

When exploring our TDNNs, we have been primarily interested in the width of our convo-

lutional windows and the number of artificial neurons within a single hidden layer. In other

words, we have controlled the complexity of our models by adjusting the size of a single convo-

lutional layer in a shallow network. A fundamental idea behind CNNs is that we should instead

focus on controlling the complexity of our networks by adding multiple layers to form a deep

network. Along these lines, our next experiment explores the effect of stacking multiple layers

in our CNN-FC architecture. As described in Section 3.3.1, this architecture closely resembles

the CNN architectures commonly used in image classification and consists of a number of con-

volutional layers followed by a hidden, fully connected readout layer containing nonlinear units

and then a visible readout layer containing linear softmax units. In the following experiments,

we will use 10 hidden units in our nonlinear readout layer because we have found this to be

a small but effective size for this layer. In practice, we have found that our CNN-FC networks

are relatively insensitive to this parameter for reasons that will become clear over the course of

this section. In order to favor depth, we keep our convolutional layers simple by setting with
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width of our convolutional kernel to a minimal d = 3 and by keeping the number of hidden

units in our convolutional layers, u, the same across layers. Note that the networks in our initial

experiments do not incorporate pooling, but we will explore this possibility shortly.
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Figure 4.6: Mean validation CA, averaged across first five subjects, versus number of convolutional layers
for CNN-FCs without pooling. The suffix for each model name indicates the number of units in each
convolutional layer. Peak validation CA is achieved with four layers each consisting of 12 convolutional
units. There does not, however, appear to be a clear trend as the number of units or layers is increased.

In Figure 4.6, we see how validation CA changes as we add layers to CNN-FCs with 2, 4, 8,

12, 16, 20 and 24 units in each convolutional layer. These network configurations perform only

modestly better than the 25% CA expected from a random classifier, with results ranging from

about 26–34% CA. Peak performance was achieved by a CNN-FC consisting of four layers con-

taining 12 units each. There does not, however, appear to be a large difference in performance

for networks with more or fewer convolutional units in each layer and we often see a 1–5%

difference in CA when the same network configuration is retrained using a different random

weight initialization.

In order to see why these networks do not perform well, it is important to first consider the

number of free parameters in each layer. For our CNN-FC that achieved peak performance,

the total number of weights across the four convolutional layers is 1,632 while the number of
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weights in the hidden readout layer is 60,490 and the number of weights in the visible readout

layer is 44. The total number of free parameters in this CNN-FC is then 62,166. Recall that our

best-performing LDA classifier, by contrast, has a total of only 612 free parameters.

The sheer number of parameters in our CNN-FCs raises concerns about the model’s propen-

sity for overfitting, which will be confirmed when we examine the regularization characteristics

of theses models shortly. Perhaps a more important concern, however, is that over 97% of the

free parameters in this network are found within the fully connected, hidden readout layer.

Note that the number of parameters in the hidden readout layer scales linearly with the num-

ber of hidden units in this layer. This means that even in the extreme case of a network with

only a single hidden readout unit, there would still be 6,049 parameters associated with this

lone hidden unit, which is still 78% of the total weights in the network.

Recall that it is primarily the responsibility of the convolutional layers to form a time-

invariant representation of the signal because only these layers have a receptive field that is

localized in time. A network, or layer in this case, that is fully connected across time is generally

not able to learn a time-invariant representation on its own, unless it is presented with a large

number of training examples with many potential time shifts.

In Figure 4.7, we see the evolution of the first 300 connection weights in both the convo-

lutional layers, Figure 4.7a, and in the hidden readout layer, Figure 4.7b, during the training

procedure for Subject-1. Notice that while there is a large amount of change and reorganization

of the weights in the hidden readout layer, there is very little movement of the weights in the

convolutional layers. After about 40 iterations, the loss function reaches numerical precision

and the training procedure terminates. It is unsurprising that the weights in the hidden readout

layer move somewhat more quickly than the weights of the convolutional layers because error

gradients tend to diminish as they propagate through multiple layers during the backward pass

of our optimization process. Since, however, the hidden readout layers contain many more con-

nections than the convolutional layers, the network is able to fit the data before much weight

adaptation has occurred in the convolutional layers by primarily using the hidden readout layer.
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(a) CNN-FC convolutional weights during training.
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(b) CNN-FC readout layer hidden weights during training.

Figure 4.7: Connection weights versus training iterations for a CNN-FC without pooling for Subject-1.
(a) First 300 convolutional weights during training. There is relatively little movement in these weights
indicating that only minor learning is taking place. (b) First 300 weights in the hidden readout layer.
There is a relatively large amount of change and reorganization in these weights before the loss function
reaches numerical precision at 40 iterations. This indicates that the hidden readout layer is primarily
responsible for fitting the training data.
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In other words, the poor performance of our CNN-FC architecture can be explained by the fact

that the readout layers rapidly fit the training data before the convolutional layers are able to

learn a time-invariant representation of the signals.
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Figure 4.8: Training and validation CA versus training iterations for Subject-1 when using CNN-FC with-
out pooling. The thin lines denote fold in the cross-validation while the thick lines show the mean across
folds. Note that CA is polled at five-iteration intervals. Peak validation accuracy and 100% training ac-
curacy are both reached in less than five iterations, after which validation accuracy drops. This indicates
considerable overfitting, which can be explained by the large number of free parameters and by the large
fraction of parameters in the hidden readout layer.

In Figure 4.8, we see the training and validation CA for Subject-1 during training for our

best-performing CNN-FC configuration in the above experiment, which has four convolutional

layers consisting of 12 units each and fully connected readout layers with 10 hidden units. Note

that we now measure CA every five iterations. Notice that the training CA rapidly reaches 100%

after only about five training iterations while the validation CA peaks before five iterations, after

which it declines until leveling off after about 20 iterations. The loss function typically reaches

numerical precision after about 40-50 iterations, at which time the training procedure is ter-

minated. This rapid increase in training performance followed by a drop in validation perfor-

mance and then convergence are clear indicators that this network architecture suffers from
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catastrophic overfitting. Again, this can be explained by the large number of free parameters

in these networks and by the large fraction of these parameters that are found in the hidden

readout layer.

Pooling with CNN-FCs

One potential method for reducing the number of free parameters in the hidden readout

layer of our our CNN-FCs is to introduce pooling between layers. Since pooling decimates the

representation across time, the number of connections in the final readout layer grows smaller

as the number of convolutional layers that incorporate pooling increases.
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Figure 4.9: Mean validation CA, averaged across the first five subjects, versus number of convolutional
layers for CNN-FCs with 2:1 pooling after alternating convolutional layers. The suffix for each model
name indicates the number of units in each convolutional layer. Peak validation CA is achieved with 13
layers each consisting of 16 convolutional units. CA generally increases as the number of layers increases
but cannot exceed 13 layers because the number of timesteps in the final layer reaches zero.

In Figure 4.9, we see a repetition of our previous experiment but now with 2:1 average pool-

ing introduced after every other convolutional layer, i.e., even numbered layers. In general, we

have found that pooling after alternating convolutional layers works better than pooling after

every layer. Given the narrow width of the convolutional kernels used in these networks, it
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makes sense that at least two convolutional layers are required in order for the network to suffi-

ciently capture temporal information before a change of scale is introduced. The introduction

of pooling clearly improves the validation CA for our CNN-FCs and performance now continues

to improve as we add layers, up to 42.00% CA with 13 layers and 16 units in each convolutional

layer. We cannot, however, stack more than 13 layers because the number of timesteps in the

final layer would be reduced to zero.

The optimal network configuration in this experiment has a total of 10,182 free parameters

with 9,808 residing in the convolutional layers and 330 in the hidden readout layer. This is a

dramatic change in the ratio of parameters found in the hidden readout layer from the previous

experiments with about 97% of the weights now residing in the convolutional layers. Although

the introduction of pooling in our CNN-FC architecture clearly reduces the number of weights

found in the hidden readout layer, the network now has many more convolutional layers and

still has a large number of free parameters overall. This may lead to difficulties optimizing the

weights in the earlier convolutional layers, due vanishing gradients, and may limit generaliza-

tion performance due to the model being overly complex.

In Figure 4.10, we examine how the convolutional weights in this CNN-FC architecture

evolve during the training procedure for Subject-1. In Figure 4.10a, we see how the first 300

convolutional weights in the first convolutional layer, i.e., closest to the input signal, change

during training. Note that when compared to our CNN-FC architecture without pooling, we

now see more change and reorganization of the weights. This supports our claim that reducing

the number of free parameters in the fully connected readout layers encourages more learning

to take place in the convolutional layers. In Figure 4.10b, we see how the first 300 weights in

the final convolutional layer, i.e., closest to the readout layers, changes over the course of the

training procedure. Notice that there appears to be more change in the weights in the final layer

than we observed in the first layer. This can be explained by the fact that error gradients tend

to diminish as they pass through multiple layers of a neural network. Given that this architec-

ture now has 13 convolutional layers followed by two readout layers, it is not surprising that the
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(a) CNN-FC first-layer convolutional weights during training.
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(b) CNN-FC final-layer convolutional weights during training.

Figure 4.10: Connection weights versus training iterations for Subject-1 when using a CNN-FC with 13
convolutional layers consisting of 16 hidden units and 2:1 pooling after every other convolutional layers.
We now see more movement in the convolutional weights during training than we did without pooling.
This can be attributed to the reduction in the number of parameters in the hidden readout layer. The
weights in the first convolutional layer (a) show less movement than the weights in the final convolu-
tional layer (b). This is likely due to a combination of vanishing gradients and the large number of free
parameters now found in the convolutional layers.
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weights in later layers tend to move more quickly. This does raise the concern, however, that the

earlier layers may not be fully trained when the network converges. In other words, much of the

learning may be taking place in the later convolutional layers before early stopping terminates

the training procedure, which may hinder generalization performance.
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Figure 4.11: Training and validation CA versus training iterations for Subject-1 when using a CNN-FC
with 13 convolutional layers and 2:1 pooling after every other convolutional layers. The thin lines denote
per-fold CA while the thick lines show the mean. Note that CA is polled at five-iteration intervals. Peak
validation accuracy is achieved at about 35 iterations after which it declines somewhat. Training CA
climbs to 100% at about 120 iterations, after which it levels off. The training procedure is slower than
without pooling and overfitting appears to be better controlled.

In Figure 4.11, we see how classification accuracy varies during our early stopping regular-

ization procedure for Subject-1. Again, our validation CA is again evaluated every five iterations.

Note that our CNN-FC architecture with pooling tends to converge more slowly than our CNN-

FCs without pooling, achieving 100% training CA after about 140 iterations. Validation CA grows

quickly from 0–25 iterations and then gradually grows until peaking at 51.25% CA at about 115

iterations and then levels off with some fluctuation. The fact that our CNN-FCs with pooling

tend to converge more slowly than without pooling and the fact that the validation accuracy

does not drop sharply, suggests that pooling helps to reduce overfitting.
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The introduction of pooling to our CNN-FC architecture clearly improves performance, en-

courages learning in the convolutional layers and reduces overfitting. CNN-FCs with pooling

do, however, still have many free parameters overall and we have shown that the movement

of the weights in the early convolutional layers is relatively slow. Furthermore, we are largely

unable to tune the number of convolutional layers to capture an appropriate amount of hier-

archical, nonlinear and temporal information because we must always use as many layers as

possible in order to increase pooling and reduce the size of the hidden readout layer. Although

having a very large number of convolutional layers may be desirable when working with volu-

minous datasets, it seems likely that it is appropriate to use fewer convolutional layers when

working with the relatively undersampled dataset at hand. These observations suggest that our

CNN-FC architecture may be achieving less-than-ideal generalization performance by impos-

ing an overly complex model with too many layers and free parameters.

4.1.4 Label Aggregation

In order to address the limitations we have identified in our CNN-FCs and to further simplify

our network architecture, we can replace the fully connected readout layers with label aggrega-

tion readout layers, as previously described in Section 3.2.1 and Section 3.3.2. In Figure 4.12 we

examine how classification performance varies as we stack convolutional layers for our CNN-

LA architecture without pooling. The introduction of label aggregation readout layers leads to

a significant improvement in validation CA relative to our CNN-FC architecture. A peak mean

validation CA of 66.00% is now achieved with three convolutional layers each consisting of 24

units. For networks with fewer units in the convolutional layers, performance generally peaks

with slightly more layers, e.g., six layers for a network with only four units, while networks with

more units typically achieve peak performance with fewer layers, e.g., two layers for a network

with 28 units per layer. This suggests that there is a benefit to limiting the number of nonlinear

transfer functions, whether by using fewer layers with more hidden units or more layers with

fewer hidden units. Peak performance is, however, always achieved with networks that contain
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multiple convolutional layers, suggesting that there is also a benefit to stacking convolutional

layers to form a deep network, at least when using our narrow convolutional window of d = 3.
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Figure 4.12: Mean validation CA, averaged across first five subjects, versus number of convolutional lay-
ers for a CNN-LA without pooling. The suffix for each model name indicates the number of units in each
convolutional layer. Peak validation CA is achieved with three layers each consisting of 24 convolutional
units. Networks with fewer hidden units often require more layers than networks with many hidden
units. In all cases, however, multiple convolutional layers are beneficial.

The introduction of label aggregation readout layers also reduces the number of free pa-

rameters in our models considerably when compared to our CNN-FC architectures. A CNN-LA

with three layers and 24 convolutional units in each layer has a total of 4,204 parameters. In

addition to the reduction of free model parameters, label aggregation layers also have only a

few linear model parameters in the readout layer. In this case, there are 100 parameters in the

readout layer regardless of the number of convolutional layers. This causes learning to take

place almost entirely in the convolutional layers, which encourages the network to learn a time

invariant representation using only the small local receptive fields of our convolutional units.
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Pooling with CNN-LAs

Pooling can also be introduced into our CNN-LA architecture. In Figure 4.13, we see a rep-

etition of our previous experiment except that our networks now have 2:1 average pooling be-

tween every other convolutional layer. The peak mean validation CA for these models is now

66.50% with three convolutional layers consisting of 16 units each. Although this is only a slight

improvement over our models without pooling, 0.5% validation CA, it is important to note that

the introduction of pooling causes peak performance to now occur with fewer convolutional

units and, in some cases, fewer convolutional layers.
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Figure 4.13: Mean validation CA, averaged across first five subjects, versus number of convolutional lay-
ers for a CNN-LA with 2:1 average pooling. The suffix for each model name indicates the number of units
in each convolutional layer. Peak validation CA is achieved with three layers each consisting of 16 con-
volutional units. Although the CA is only slightly better than without pooling, the optimal configurations
typically have fewer hidden units and convolutional layers.

Recall from Section 3.4.2 that the introduction of pooling increases the duration of the net-

work’s impulse response and its ability to incorporate longer-term temporal information. The

addition of this longer-term temporal information may allow the network to achieve similar lev-

els of performance while requiring fewer convolutional units. In other words, it may be more

valuable for the network to fit slightly longer-term patterns in the signals than to thoroughly fit
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shorter-term patterns. It is also possible that there may be some level of redundant information

that can be captured either by using more convolutional units or by increasing the amount of

temporal information through pooling. Note that a CNN-LA with pooling and three convolu-

tional layers and 16 units in each layer has a total of 2,036 model parameters.

These experiments suggest that the change in scale and increased memory capacity pro-

vided by pooling slightly improves the performance of the network while also reducing the

number of free parameters required. There is, however, only a benefit to introducing a sin-

gle pooling stage, after which validation CA begins to fall. This can be explained by the fact

that there is some information loss incurred during the pooling process and also suggests that

there is a limit to the value of imposing changes in temporal scale and incorporating additional

longer-term information.
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Figure 4.14: First 300 connection weights in the first convolutional layer versus training iterations for
Subject-1 when using a CNN-LA with three convolutional layers consisting of 16 units with 2:1 pooling
after alternating convolutional layers. CNN-LA runs for more training iterations than CNN-FC before
converging and we see much more change in the convolutional weights. This aligns with our assertion
that CNN-LA relies more heavily on the convolutional layers than the readout layer.

In Figure 4.14, we see how the first 300 convolutional weights in a CNN-LA with pooling

change during the training procedure for Subject-1. This network has three convolutional lay-
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ers with 16 hidden units each, which is the configuration that achieved peak performance in

the previous experiment. Notice that the training procedure now lasts for many more itera-

tions than we previously saw for our CNN-FCs and there there is a larger amount of change in

the convolutional weights. This supports our assertion that our CNN-LA architecture places a

much greater responsibility on the convolutional layers and, therefore, encourages a more time

invariant representation.
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Figure 4.15: Training and validation CA versus training iterations for Subject-1 when using a CNN-LA
with three convolutional layers consisting of 16 units and 2:1 pooling after alternating convolutional
layers. The thin lines denote per-fold CA while the thick lines show the mean. Note that CA is polled at
20-iteration intervals. Peak validation accuracy is 82.5% at about 1,100 iterations. Training CA climbs to
100% at about 400 iterations. Note that validation CA continues to climb after the training CA reaches
100% and does not drop significantly, demonstrating that the network continues to learn after perfectly
classifying the training data.

In Figure 4.15, we see how validation CA varies for Subject-1 during our early stopping pro-

cedure for the same CNN-LA. Training CA climbs to 100% around 400 iterations while the peak

validation CA of 82.5% is achieved for this subject at about 1,100 training iterations, after which

validation accuracy falls slightly and levels off. Numerical precision for our loss function is not

typically reached until about 1,300 iterations. The observations that CNN-LAs typically require

more training iterations than CNN-FCs and that the validation CA does not begin to fall rapidly
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are consistent with our assertions that CNN-LAs are better equipped to learn a time invariant

representation and are less prone to overfitting. Also notice that the validation CA of our CNN-

LAs often continues to grow even after the training accuracy has reached 100%. This means that

the model continues to learn meaningful patterns in the data even after all training segments

are perfectly classified. This can be partially explained by the fact that the loss function in our

CNN-LAs incorporates information from every timestep. Even after each segment is classified

correctly, the network still attempts to improve the class labels for each timestep, which further

improves generalization performance.

4.1.5 Transfer Learning

Another potential approach for improving the performance of our CNNs is to incorporate

transfer learning by performing an initial training procedure using data from multiple partici-

pants, as described in Section 2.2.4 and Section 3.3.3. In order to explore this possibility, we first

initialize the weights of our networks by performing a fixed number of training iterations using

the combined training data for multiple subjects, excluding the subject at hand. We then fine-

tune the network by applying an additional number of training iterations, determined by our

early-stopping procedure, using only the training data for the current subject. Since we have

established that our datasets are noisy and undersampled yet we seek to model sophisticated

patterns in our EEG signals, it seems reasonable that this approach for increasing the amount

of training data available might improve performance by providing more examples for our net-

works to learn from. This approach does assume, however, that there is information in the

EEG signals that is generally useful across subjects and that this knowledge will not be lost dur-

ing the fine-tuning procedure. It is worth noting that similar transfer learning approaches for

CNNs have been successfully applied to a variety of problems in computer vision [47, 84, 101].

We are not aware, however, of any previous work exploring transfer learning in the context of

mental-task BCIs.
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In the following experiments with transfer learning, we utilize only the data from the first 10

participants, or the nine remaining if the subject of interest is within the first 10, during the ini-

tial training stage. Recall that the first 10 participants do not have impairments and data were

recorded in a laboratory environment while the remaining four participants have severe motor

impairments and data were recorded in their home environments. This setup allows us to simu-

late the realistic use case where the models are initially trained under controlled circumstances

with minimal environmental noise and artifacts and are then fine-tuned on an individual ba-

sis for a variety of users in different environments. Although we do recognize that including

transfer learning data from participants with impairments may help to improve performance

for people with disabilities, the size and scope of the current dataset does not permit this type

of analysis.

Table 4.1: The network configurations used in our experiments with transfer learning. Note that all of
these networks use label aggregation readout layers. In addition to the best-performing configurations
found in our experiments without transfer learning, we also examine somewhat larger networks because
this procedure has more training data available.

TDNN-TR CNN-TR-A CNN-TR-B CNN-TR-C

Layer u d Pool u d Pool u d Pool u d Pool

1 52 7 1:1 16 3 1:1 16 3 1:1 16 5 1:1
2 16 3 2:1 16 3 2:1 16 5 2:1
3 16 3 1:1 16 3 1:1 20 3 1:1
4 16 3 1:1 20 3 1:1

Parameters 3,176 2,036 2,820 4,236

We will examine four variants of our proposed CNNs, summarized in Table 4.1. Since our

previous experiments and analyses suggest that label accumulation readout layers allow for the

most flexibility and often yield the highest validation accuracies, we will focus solely on these

types of networks. Since it is important to identify any differences between single-layer and

multilayer networks, the first approach that we will examine combines our transfer learning

procedure with the TDNN configuration that we established in our previous model selection

experiments, i.e., with 52 hidden units and an embedding dimension of 7. We refer to this type
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of network as a Time-Delay Neural Network with Transfer Learning (TDNN-TR). We will also

examine our transfer learning approach along with the CNN-LA configuration established in

our previous experiments, i.e., with three layers with a convolutional width of three, 16 artificial

neurons in each layer and 2:1 pooling following the second convolutional layer. We refer to this

type of network as a Convolutional Neural Network with Transfer Learning with configuration A

(CNN-TR-A).

Given that transfer learning increases the amount of training data available, it also seems

appropriate to investigate network configurations that are slightly larger than those established

in our previous experiments, which did not involve transfer learning. Along these lines, we will

examine the performance of CNN-LAs that have four convolutional layers with a width of three,

16 artificial neurons in each layer and 2:1 pooling following the second layer. We refer to this

configuration as CNN-TR-B. Note that this network is similar to CNN-TR-A except that it has

one additional convolutional layer.

It is also common practice when designing CNNs to gradually increase the number of hid-

den units in each convolutional layer while simultaneously reducing the width of the convo-

lutions [44, 45]. This approach adjusts the width of the convolutional kernel to align with the

change of scale introduced by pooling and can also encourage the network to migrate informa-

tion from the temporal axis to spatial patterns across the hidden units. This may be especially

useful for our CNN-LA architectures because the final softmax readout layer has connectivity

only across the hidden units and not directly along the time axis. In order to explore this pos-

sibility, we will also examine a CNN-LA that has four convolutional layers with an initial width

of five in the first two layers that is then reduced to three following 2:1 pooling after the sec-

ond layer. In this configuration, we also increase the number of artificial neurons from 16 in

the first two layers to 20 in the final two convolutional layers. We refer to this configuration as

CNN-TR-C. Note that while we have also explored this type of tapered network design in pilot

experiments without transfer learning, we have found that it typically offers little or no bene-
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fit over the configurations found in our previous experiments. Presumably, larger amounts of

training data are required in order to take full advantage of these larger networks.
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Figure 4.16: Validation CA versus transfer learning initialization iterations for TDNN and each of our
CNN-TR architectures. Introducing transfer learning appears to be beneficial for all architectures, but
the largest improvement is seen for larger multilayer networks. CA tends to level off after around 1,500
iterations and the highest peak validation CA is for CNN-TR-C at 2,000 iterations.

In Figure 4.16, we see how the mean validation CA over the first five participants varies as the

number of initial transfer learning iterations is increased for each of the network configurations

described above. At each point this figure, the horizontal axis specifies the number of initial

transfer learning iterations that are performed before fine-tuning. The network is then fine-

tuned for the subject at hand while early stopping is used for regularization. Mean validation

CA is measured each time the number of initialization iterations increases by 100.

Although we do use a different random weight initialization for each subject and network

configuration, our implementation of this experiment saves the weights from the initial transfer

learning stage before branching to the fine-tuning stage and then reinstates the weights before

performing additional transfer learning iterations. In this way, we avoid unnecessary computa-

tion and avoid reinitializing our networks each time the number of transfer learning iterations

is increased. Nevertheless, we see considerable variability in our validation CA as the number of
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initial transfer learning iterations is varied. This type of behavior is not unusual when working

with neural networks because optimizing the weights of these networks is known to be a non-

convex problem. In other words, our neural networks contain many locally optimal solutions

and a change in the network’s weights can steer the optimization and regularization processes

toward a different solution. The variability in validation CA seen in this experiment is, however,

notably higher than in our previous experiments. This can be explained by the fact that the

weights at the start of our fine-tuning process are no longer small and drawn from a random

uniform distribution, as was the case with our previous random weight initializations. Instead,

our initial transfer learning stage can create relatively large changes in the network weights be-

fore the onset of our fine-tuning stage which, in turn, can steer the optimization process toward

locally optimal solutions that are very different.

Despite the increased variability in this experiment, we can clearly see that the introduction

of transfer learning improves our mean validation accuracy considerably by noting that zero

initial training iterations describes the scenario in which no transfer learning is performed. Val-

idation accuracy then increases as the number of initial transfer learning iterations increases

before leveling off with some fluctuation after about 500 iterations for TDNN-TR and 1,500

iterations for our multilayer networks. These observations provide supporting evidence that

there is information contained in these EEG signals that is relevant for classifying these mental

tasks that can be transferred across subjects. It also appears that our larger multilayer architec-

tures tend to benefit more from transfer learning than our smaller networks. Note that TDNN-

TR achieves a peak mean validation CA of 66.75% at 2,400 initial iterations while CNN-TR-C

achieves a peak of 68.75% at 2,000 initial iterations. Also, notice that our tapered CNN-TR-C

configuration generally outperforms CNN-TR-A and CNN-TR-B. Although the difference in per-

formance between these network configurations is modest, it is consistent enough to suggest

that the additional capacity provided by the larger CNN-TR-C results in a slight performance

benefit relative to the other network configurations. In subsequent experiments with transfer

114



learning, we will use our CNN-TR-C architecture with 2,000 initial iterations. For the sake of

brevity, we will use the CNN-TR acronym to refer to CNN-TR-C, unless otherwise specified.
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Figure 4.17: Training and validation CA versus training iterations for Subject-1 when using CNN-TR-C.
The thin lines denote per-fold CA while the thick lines show the mean. Note that CA is polled at 20-
iteration intervals. Peak validation accuracy is 83.75% at about 1,040 iterations. Training CA climbs to
100% at about 750 iterations. Note that validation CA again continues to climb after the training CA
reaches 100% and does not drop significantly, suggesting little overfitting.

In Figure 4.17, we see how the training and validation CA changes during the fine-tuning

procedure for Subject-1 when using CNN-TR. Notice that our initial training and validation CAs

are now well above the random 25% at iteration zero, starting at about 35%. In other words, our

transfer learning approach improves the validation CA for Subject-1 by more than 10% at the

onset of our fine-tuning stage. Training CA reaches 100% CA after about 750 training iterations

while validation CA continues to improve for up to about 2,000 training iterations. As we saw

with CNN-LA, the validation accuracy continues to gradually improve long after training accu-

racy reaches 100% and there is minimal drop in validation accuracy. This suggests that there is

little overfitting.
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4.2 Test Performance

We have now established good model configurations for each of our classification ap-

proaches and explored the validation performance of our models across several network ar-

chitectures and a variety of hyperparameters. Next, we will proceed by examining the final test

performance of each of our methods over the test partitions for all subjects, which have been

reserved until now. We will begin by examining the test Classification Accuracies (CAs) achieved

by our baseline classifiers and each of our proposed TDNN and CNN architectures. We will per-

form several analyses of these results that will lead to insights into their relative performance.

In Section 4.2.3, we also present our final performance results in terms of Information Trans-

fer Rates (ITRs), which incorporate both the number of class labels and the rate at which deci-

sions are made. These results can be more easily compared with other experimental paradigms

and are more informative about the amount of information that a user of a BCI system might

expect to convey. We will also perform a brief comparison between our methods and several

other studies, in terms of ITRs, that will demonstrate that our results are at least on par with the

state of the art.

In Section 4.2.4, we will then examine how the performance characteristics of our methods

change as their decision rates are varied. These experiments will explore the tradeoffs between

accuracy and responsiveness and highlight how both CA and ITR can be influenced by decision

rate. These aspects of performance are important for predicting user experience and should be

considered when designing practical BCI applications. Finally, in Section 4.2.5, we will examine

the performance of each of our individual mental tasks. These experiments will show clear

differences in the ability of our methods to distinguish between different mental tasks and will

yield insights into the types of mental tasks that are most appropriate for use in BCIs.

4.2.1 Power Spectral Densities

In Table 4.2, we present the final test Classification Accuracies (CAs) for each of our PSD-

based classification approaches. These results are broken down by our two groups of partic-
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ipants described in Section 3.5.3: 10 participants without impairments in a laboratory envi-

ronment and four participants with impairments in their homes. Test CAs are shown for each

classifier and individual participant as well as the mean CAs for each group of participants. The

mean CAs across all participants are presented in the final row. The highest CAs in each row of

the table, including ties, are highlighted in bold. As was established in the previous section, we

use a span for Welch’s method ofω= 0.25 for LDA andω= 0.5 for QDA and ANNs. Our ANNs all

contain 64 hidden units. The final values for our regularization parameters, covariance averag-

ing (λ), covariance shrinkage (γ) and training iterations (Iter.) are established on a per-subject

basis using our five-fold cross validation procedure over the training partition, as described in

Section 3.5.4.

In Figure 4.18, we see a visualization of Table 4.2 that shows both the distribution of CAs for

each method as well as the relative performance for each pair of classifiers. In the plots along

the diagonal, we see histograms of the distribution of CAs across subjects for each classifica-

tion approach. Note that the histograms are stacked showing the subjects with impairments

on the top and participants without impairments on the bottom. In the off-diagonal scatter

plots, we see the relative CAs for each subject and pair of classifiers with a single point for each

participant and where the horizontal axis represents the CA achieved by the classifier listed on

the bottom and the vertical axis represents the CA achieved by the classifier on the left. The

diagonal is shown for reference and each point below the diagonal shows an instance where the

classifier on the bottom outperformed the classifier on the left and vice versa.

The histograms in Figure 4.18 show that the distributions of our CAs tend to be skewed to

the right, with the majority of participants achieving CAs that are lower than the mean. The

mode of the distributions for LDA and QDA is just above the expected random of 25% CA and

the distribution for our ANNs is bimodal around 25% and 50% CA. Note that three out of the

four participants with impairments, subjects 11, 13 and 14, achieve relatively low CAs across all

three methods, which contributes considerably to this skew and low mode values.
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Table 4.2: Test classification accuracies and regularization parameters for our baseline classifiers. Results
are reported for both subjects with impairments in the laboratory and subjects without impairments in
their homes. The means for each group of participants are shown in the final row of each section and the
overall means are shown in the final row. The highest CA for each row, including ties, is shown in bold.

Participant LDA λ QDA γ ANN Iter.
N

o
Im

p
ai

rm
en

t

1 85.00 0.66 70.00 1.00 85.00 30
2 55.00 0.80 50.00 1.00 50.00 20
3 40.00 0.44 20.00 1.00 30.00 25
4 55.00 0.94 40.00 0.98 45.00 15
5 70.00 0.70 85.00 1.00 75.00 5
6 40.00 0.94 40.00 1.00 20.00 30
7 65.00 0.12 40.00 0.82 60.00 10
8 45.00 0.88 45.00 1.00 45.00 15
9 50.00 0.10 70.00 1.00 55.00 20

10 25.00 0.16 25.00 1.00 25.00 30

Mean 53.00 0.57 48.50 0.98 49.00 20.00

Im
p

ai
rm

en
t 11 25.00 0.18 30.00 1.00 35.00 15

12 80.00 1.00 55.00 0.02 65.00 15
13 25.00 0.22 25.00 1.00 25.00 15
14 30.00 0.90 25.00 1.00 40.00 30

Mean 40.00 0.57 33.75 0.76 41.25 18.75

A
ll Mean 49.29 0.57 44.29 0.92 46.79 19.64
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Figure 4.18: The distributions and pairwise CAs for each of our baseline classification approaches. The
plots along the diagonal, show histograms of the distribution of test CAs for each participant. The off-
diagonal scatter plots show the relative CAs for each subject and pair of classifiers.

Kolmogorov-Smirnov tests for normality fail to show that our CAs are normally distributed

for any of these three classification approaches (0.880 < p < 0.997). In Section 4.2.2, we will see

that the CAs for our CNN-based approaches also tend to be skewed or multimodal. As a result,

we will utilize Wilcoxon rank sum tests, also known as Mann-Whitney U tests, in order to check

our results for statistical significance because Wilcoxon tests are nonparametric and do not rely

on assumptions of normality [131, 132]. Since Wilcoxon tests can be more conservative than

t-tests, it is valuable to note that we have also performed t-tests and found that both methods

lead to the similar conclusions.

When using paired, two-sided Wilcoxon tests without correcting for multiple comparisons,

we fail to show that there is a statistically significant difference in the mean CAs achieved by any

of these three classifiers, both within the two groups (0.18 < p < 1.00) and across all participants

(0.20 < p < 0.50). A full table of p-values for each individual test, with and without corrections

for multiple comparisons, can be found in Appendix A. Our inability to draw firm statistical
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conclusions in this case may be partially due to our small and diverse sample of subjects or

because these methods might not achieve large differences in CA. Nevertheless, the observed

overall mean for LDA is higher than both QDA (5.0% difference) and ANNs (2.5% difference).

The only exception to this is for the group of participants with impairments where the mean

CA for our ANNs is slightly higher than for LDA (1.2% difference). We can also see in both

Table 4.2 and Figure 4.18 that the peak CAs achieved by LDA for individual participants is higher

or equally as good as the other approaches for 10 out of the 14 participants.

Regularization for all of these models also tends to be aggressive, which is consistent with

our observations during model selection in Section 4.1.1. ANNs tend to achieve peak validation

accuracy after an average of only about 20 iterations and the average value established for co-

variance mixing in QDA, γ, was 0.92. This suggests that the fully averaged covariance matrices

used by LDA tend to outperform the separate class covariance matrices used by QDA. Despite

the fact that our ANNs perform slightly better for the group of participants with impairments,

which is a potentially valuable observation, we believe that the consistently higher overall per-

formance observed with LDA and its tendency to be regularized more moderately suggest that

LDA is the most appropriate of these three classification algorithms. As such, we will use LDA

as the benchmark algorithm for PSD-based approaches in our remaining experiments.

Although the CAs in Table 4.2 may appear somewhat low upon first inspection, there are sev-

eral important points to consider when evaluating these performance metrics. First of all, note

that our classifiers have four potential output labels, one for each mental task, which means

that assigning random class labels would be expected to result in only 25% CA. The rate at which

class labels are assigned also affects CA. In Section 4.2.3, we will examine our final performance

results in terms of Information Transfer Rates (ITRs), which incorporate both the number of

class labels and the rate at which decisions are made, and in Section 4.2.4 will directly examine

the effects of varying the decision rates of our classifiers.

It is also important to note that our mean CAs are averaged over individuals with widely

varying levels of performance; although some subjects attain CAs as high as 85% correct, others
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do not exceed 25% for any of these three methods. This is consistent with studies by other re-

search groups that have found it to be common for some subjects to be unable to achieve good

performance with BCIs [133, 134]. This is a trend that we will see across all of our methods and

may be due to a variety of reasons, including individual differences in brain signals, differences

in the way that the mental tasks were performed, lack of attention and environmental noise and

artifacts, which will be discussed in more detail in Section 4.3.1.

EEG signal classification is also a challenging problem in general for the reasons described

in Section 1.1 and it is typical for CAs to be considerably less than 100%. This may be further

exasperated by the fact that we have designed our experimental setup in order to assure that

we are investigating a realistic scenario for use in practical BCI systems. Specifically, we are us-

ing an inexpensive, portable EEG system with only eight channels, a relatively small amount of

training data and we include participants with impairments in realistic environments. In Sec-

tion 4.2.4, we will perform a rough comparison between our methods and several other studies

that will demonstrate that our methods are on par with the state of the art, despite our rigorous

experimental design.

4.2.2 Convolutional Networks

Now that we have closely examined our baseline methods, we will continue by examining

the CAs attained by all of our proposed CNN-based approaches and compare these methods di-

rectly with LDA. In Table 4.3, we see the final test CAs for each of our proposed neural network

architectures and for our baseline LDA classifier. We again present the CAs for each participant

as well as the mean for each group of participants and the overall mean in the final row. The

best-performing method for each participant, including ties, is highlighted in bold. We use the

hyperparameters established in Section 4.1 for each of our neural networks except for the num-

ber of training iterations, which is established on an individual basis using our cross-validation

procedure over the training partition and is shown alongside the CA for each participant and

classifier. In Figure 4.19, we again show a visualization of Table 4.3 that is similar to Figure 4.18
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Table 4.3: Test classification accuracies and regularization parameters for our baseline LDA and proposed CNN classifiers. Results are reported
for both subjects with impairments in the laboratory and subjects without impairments in their homes. The means for each group of participants
are shown in the final row of each section and the overall means are shown in the final row. The overall means are shown in the final row. The
highest CA for each row, including ties, is shown in bold.

Participant LDA TDNN Iter. TDNN-TR Iter. CNN-FC Iter. CNN-LA Iter. CNN-TR Iter.

N
o

Im
p

ai
rm

en
t

1 85.00 80.00 860 85.00 2300 40.00 115 80.00 700 85.00 1040
2 55.00 60.00 860 70.00 160 20.00 10 70.00 680 55.00 1220
3 40.00 75.00 740 60.00 1280 10.00 60 60.00 280 80.00 220
4 55.00 55.00 1340 55.00 320 25.00 30 60.00 540 65.00 260
5 70.00 85.00 800 80.00 200 55.00 110 80.00 220 90.00 540
6 40.00 30.00 140 30.00 120 40.00 180 40.00 320 30.00 20
7 65.00 75.00 160 75.00 700 30.00 140 70.00 300 75.00 660
8 45.00 55.00 1500 65.00 1140 20.00 0 40.00 660 60.00 820
9 50.00 50.00 540 55.00 1160 15.00 0 45.00 460 55.00 1520

10 25.00 25.00 1520 25.00 1360 25.00 50 25.00 1380 25.00 80

Mean 53.00 59.00 846 60.00 874 28.00 70 57.00 554 62.00 638

Im
p

ai
rm

en
t 11 25.00 45.00 180 40.00 600 35.00 345 45.00 280 50.00 180

12 80.00 80.00 340 85.00 700 15.00 25 90.00 1240 90.00 440
13 25.00 25.00 1200 25.00 620 35.00 245 25.00 1000 30.00 660
14 30.00 25.00 40 20.00 240 35.00 20 30.00 60 20.00 480

Mean 40.00 43.75 440 42.50 540 30.00 159 47.50 645 47.50 440

A
ll Mean 49.29 54.64 730 55.00 779 28.57 95 54.29 580 57.86 581
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Figure 4.19: The distributions and pairwise CAs for our baseline LDA and proposed CNN classifiers.
The plots along the diagonal, show histograms of the distribution of test CAs for each participant. The
off-diagonal scatter plots show the relative CAs for each subject and pair of classifiers.

with histograms of the CAs in the plots along the diagonal and pairwise scatter plots of the in-

dividual CAs in the off-diagonal plots.

First, notice that CNN-FC achieves an overall mean CA of 28.57%, which is only slightly

higher than our expected random CA of 25%. A one-sample, one-sided Wilcoxon test fails to

conclude that the mean CA for CNN-FC is higher than 25% (p = 0.16). Also note that CNN-FC

typically requires aggressive regularization, terminating after only 95 iterations on average. This

is consistent with our assertions in Section 4.1.3 that CNN-FC contains an excessive number
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of free parameters and is often subject to catastrophic overfitting. All of our approaches that

utilize label aggregation (TDNN, TDNN-TR, CNN-LA, CNN-TR), on the other hand, achieve

overall mean CAs that are higher than the expected random of 25% with statistical significance

(p < 0.002). These approaches also typically require much less aggressive regularization, 580–

779 training iterations on average. These observations offer strong evidence for the use of label

aggregation readout layers instead of dense, fully connected readout layers.

Next, recall that TDNN can be viewed as a single-layer incarnation of CNN-LA and notice

that both methods achieve comparable CAs. The overall mean CA for TDNN is slightly higher

than CNN-LA (2.00% difference) for the group of participants without impairments and slightly

lower (3.75% difference) for the group of participants with impairments and both methods per-

form comparably overall (0.35% difference). A paired, two-sided Wilcoxon test without correc-

tion for multiple comparisons fails to show a statistically significant difference between these

two methods (p = 1.00).13 This suggests that, in the absence of transfer learning, incorporat-

ing multiple layers to form a deep network may not offer improved performance relative to a

single-layer network with more hidden units and a wider convolutional kernel. These observa-

tions can be explained by the fact that our data are undersampled. Without a sufficient number

of examples to learn from, CNN-LA may be unable to learn the hierarchical and multiscale rep-

resentations that are permitted it’s multilayer architecture.

When transfer learning is incorporated into our TDNNs, we see a small but statistically

insignificant increase in the overall mean CA for TDNN-TR versus TDNN (0.36% difference;

p = 0.76). Also note that while TDNN-TR achieves a higher mean CA relative to TDNN for the

group of participants without impairments (1.00% difference) it also achieves a lower mean

CA (1.25% difference) for the group of participants with impairments. This suggests that our

transfer learning approach offers a minimal, if any, improvement when incorporated into our

single-layer TDNN architecture and especially under realistic operating conditions.

13The p-values for all of our pairwise Wilcoxon tests are enumerated in Appendix A.
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When incorporating transfer learning into our multilayer CNN-LA architecture we see a

higher overall mean CA for CNN-TR than for CNN-LA (3.57% difference). CNN-TR outperforms

CNN-LA for the group of participants without impairments (5.00% difference) and matches

CNN-LA for the group of participants with impairments. Although our paired Wilcoxon tests are

unable to show a statistically significant difference between the overall mean CAs for CNN-LA

and CNN-TR (p = 0.28) or between TDNN-TR and CNN-TR (p = 0.23), we are able to conclude

a statistically significant difference between TDNN and CNN-TR (p = 0.03). Note, however, that

this conclusion of statistical significance should be met with caution since we are not correct-

ing for multiple comparisons. If we perform a correction for multiple comparisons using Holm’s

method for all of our baseline and proposed approaches, then our comparison of overall mean

CAs for TDNN versus CNN-TR fails to be significant (p = 0.67). Note, however, that our pairwise

tests with corrections for multiple comparisons have low statistical power due to our relatively

low sample size and the number of methods that we are comparing. Despite this lack of statisti-

cal significance, we feel that the larger improvement in CA observed when introducing transfer

learning into our multilayer CNNs relative to our our single layer TDNNs offers supporting evi-

dence for our claim that multilayer networks are better able to take advantage of the additional

information provided by transfer learning.

Also notice that the CAs for CNN-TR appear to have a more bimodal or multimodal distribu-

tion than either CNN-LA or LDA, which have more skewed distributions. Upon examination of

the relative CAs found in the scatter plots of Figure 4.19, we can see that CNN-TR tends to yield

the largest improvements in performance for participants that also attain high CAs for other

methods while resulting in modest performance decreases for those participants that tend to

attain low CAs for other methods, i.e., subjects 6, 10, 13 and 14. This suggests that introducing

transfer learning into our deep CNNs offers the largest benefit for participants that tend to at-

tain high CAs in general. This might also suggest that there tends to be more commonality in

the EEG signals produced by participants for which our classifiers tend to perform well overall.
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Although it is difficult to establish the exact reason why some subjects tend to perform

poorly across all methods, it should be noted that the inability for some users to attain accept-

able control of BCIs has been observed by other researchers [133, 134]. Possible causes include

environmental noise and artifacts, the manner in which the mental tasks are performed and

individual differences in EEG signals or brain organization. It is worth noting, however, that we

have observed a higher incidence of high-frequency noise among participants that tend to per-

form poorly across methods, indicating that there may have been poor connections and signal

quality for some of these participants. We have also noticed that there tends to be lower over-

all signal powers in the α range (8–14Hz) for participants that perform poorly across methods,

which might suggest that a lack of attention could be related to poor performance for some

participants. These possibilities will be further explored in Section 4.3.1.

When comparing our baseline and proposed methods, we see that all of our CNN-based

classifiers achieve higher observed mean CAs than LDA, with the exception of CNN-FC, for both

groups of participants and overall. CNN-TR achieves the highest overall mean CA of 57.86%,

which is 8.57% higher than LDA. CNN-TR achieves an improvement of 9.00% over LDA for the

group of participants without impairments and 7.50% for the group of participants with im-

pairments. It is also worth noting that if we exclude subjects 6, 10, 13 and 14, all of which

never attain higher than 40.00% CA, then LDA achieves a CA of 57.00% and CNN-TR achieves

70.50%, which is a 13.50% improvement. Our paired Wilcoxon tests, which are fully enumer-

ated in Appendix A, indicate that CNN-TR is significantly better than LDA (p = 0.04), TDNN

(p = 0.03) and CNN-FC (p < 0.01) but not significantly better than TDNN-TR (p = 0.23) or CNN-

LA (p = 0.29).14 When examining the performance of individual subjects, we see that CNN-TR

achieves the highest CA or ties with other methods for nine out of the 14 subjects. In contrast,

LDA ties for the highest CA for only three of the 14 subjects.

14These p values drop below the level of significance if we apply Holm’s correction for multiple comparisons across
all of our baseline and proposed methods.
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Overall, these results demonstrate that TDNNs and CNNs with label aggregation readout

layers offer a considerable improvement in CA over our baseline methods. Additionally, the

consistency with which CNN-TR outperforms our other CNN-based methods offers strong evi-

dence that combining multiple layers with transfer learning further improves the performance

of these methods. These conclusions are also consistent with the incremental improvements in

validation performance that we found during our model selection experiments in Section 4.1

and align with our analytical assessments in Section 3.3.

4.2.3 Comparison with External Studies

In addition to comparing our proposed methods with our baseline classifiers, it may be use-

ful to perform indirect comparisons with relevant studies performed by other research groups.

These types of comparisons are difficult, however, due to differences in participants, mental

tasks, environmental conditions, EEG acquisition systems and the amount of training data uti-

lized. Nevertheless, we believe that it is worthwhile to perform approximate comparisons with

external studies in order to establish how our methods perform relative to the state of the art.

Although raw CA is a valuable performance metric because it conveys the fraction of de-

cisions that were correctly made by a BCI, it does not directly account for the total number

of possible class labels or the rate at which labels are assigned. It is difficult to compare the

performance of BCIs across experimental paradigms and to get a sense of the amount of in-

formation that a BCI user might be able to communicate using only CA. For these reasons, we

also present our final test results in terms of Information Transfer Rates (ITRs) in Table 4.4. Re-

call that ITR, which was defined in Section 3.5.4, incorporates both the number of class labels

and the rate at which the classifier makes decisions in order to establish an information-based

performance metric with units of bits-per-minute (bpm). It is important to note, however, that

both ITR and CA can be sensitive to changes in the rate at which the classifier assigns labels.

This phenomenon will be closely examined in Section 4.2.4. Nevertheless, we feel that ITR is
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Table 4.4: Test information transfer rates, in bits-per-minute, and regularization parameters for our
baseline and proposed CNN classifiers. Results are reported for both subjects with impairments in the
laboratory and subjects without impairments in their homes. The means for each group of participants
are shown in the final row of each section and the overall means are shown in the final row. The highest
ITR for each row, including ties, is shown in bold.

Participant LDA TDNN TDNN-TR CNN-FC CNN-LA CNN-TR

N
o

Im
p

ai
rm

en
t

1 34.57 28.83 34.57 2.34 28.83 34.57
2 8.82 11.85 19.30 0.30 19.30 8.82
3 2.34 23.77 11.85 3.14 11.85 28.83
4 8.82 8.82 8.82 0.00 11.85 15.34
5 19.30 34.57 28.83 8.82 28.83 41.18
6 2.34 0.28 0.28 2.34 2.34 0.28
7 15.34 23.77 23.77 0.28 19.30 23.77
8 4.06 8.82 15.34 0.30 2.34 11.85
9 6.23 6.23 8.82 1.29 4.06 8.82

10 0.00 0.00 0.00 0.00 0.00 0.00

Mean 10.18 14.69 15.16 1.88 12.87 17.35

Im
p

ai
rm

en
t 11 0.00 4.06 2.34 1.07 4.06 6.23

12 28.83 28.83 34.57 1.29 41.18 41.18
13 0.00 0.00 0.00 1.07 0.00 0.28
14 0.28 0.00 0.30 1.07 0.28 0.30

Mean 7.28 8.22 9.30 1.13 11.38 12.00

A
ll Mean 9.35 12.85 13.49 1.67 12.44 15.82

a more appropriate metric than CA for comparing results across studies because it does utilize

both the decision rate and the number of classes used.

From Table 4.4, we can see that our baseline LDA classifier achieves a mean ITR of 10.18

bpm for the group of participants without impairments, 7.28 bpm for those with impairments

and 9.35 bpm overall. CNN-TR, on the other hand, achieves an ITR of 17.35 bpm for the group of

participants without impairments, 12.00 bpm for the group of participants with impairments

and 15.82 bpm overall, which is an improvement over LDA of 6.47 bpm in overall mean ITR.

ITR varies widely across participants with some achieving only 0.00 bpm15 across all methods

and others achieving ITRs as high as 41.18 bpm for CNN-TR. Note that there is a monotonic

15We assign 0.00 bpm for accuracies that are less than 25% with the assumption that a reversal of class labels is not
particularly useful in a BCI system.
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function mapping CA to ITR, which means that the participants and classifiers that performed

best in Table 4.4 also perform best in Table 4.3.

In an early study by Keirn and Aunon, a combination of PSDs with QDA were explored for

classifying EEG signals recorded during mental tasks [33]. This investigation involved five sub-

jects in a controlled laboratory, including a sound-proof booth, a low-impedance, passive EEG

system and an artifact rejection algorithm. Each subject performed five different mental tasks

that were somewhat similar to our tasks: baseline rest, complex problem solving, geometric

figure rotation, mental letter composing and visual counting. Only binary classification was re-

ported for pairs of mental tasks using two-second EEG segments. These experiments achieved a

mean two-class CA of 81% averaged across all participants and task pairs. Converting this value

using Equation (3.53), we arrive at an ITR of 8.96 bpm. This is slightly lower than the overall

mean ITR of 9.35 bpm achieved by our baseline LDA classifier, despite the fact that we utilize a

portable EEG system, include participants with impairments in their home environments and

do not utilize artifact rejection.

As was discussed in Section 2.1.1, PSDs alone are unable to capture spatial patterns in the

form of phase differences across channels. In order to address this limitation, Gysels, et al.,

explored the use of Phase Locking Value (PLV), which is a measure of phase synchronization

across two channels, in combination Spectral Coherence (SC) and PSDs, which are measures of

signal amplitude across a frequency spectrum [73]. Since PLV and SC are used to compare pairs

of signals, this approach can lead to a large number of features. In order to address this, Gysels,

et al., performed an extensive and partially manual feature selection procedure in order to select

a combination of PLV, SC and PSD features that work well. These features were then passed

to linear support vector machines for classification. Their experiments utilized 60 minutes of

EEG data recorded from five participants over the course of three days; however, the data for

two participants was entirely discarded because these two participants did not achieve good

performance for any of their methods. Data were recorded using a high-impedance, active EEG

system and no artifact rejection was performed. One-second EEG segments were used and
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a five-fold cross validation was used to evaluate performance. Note that a fully separate test

set was not withheld and so it is possible that their manual feature selection procedure has

lead to their results being overly optimistic for their particular dataset. For the three remaining

participants, classification accuracies of 67.81%, 64.49% and 55.14% were achieved for the best

combination of features. According to our calculations, the ITRs are then 21.40bpm, 17.48bpm

and 8.64bpm with a mean of 15.84bpm. Although the mean ITR achieved by Gysels, et al., is

roughly equivalent to the ITR achieved by our CNN-TR method, we have utilized considerably

less training data and have not discarded the data for low-performing subjects. Note that if

we exclude the data for participants 6, 10, 13 and 14, who achieve low performance across all of

our methods and have a high incidence of noisy EEG segments, as noted in the previous section,

CNN-TR achieves a mean ITR of 19.72bpm.

In another study by Millán, et al., PSD-based signal representations were combined with a

variation of a mixture-of-Gaussians type classifier [34]. In this study, two participants using a

portable EEG system performed three mental tasks: relax, left hand movement and right hand

movement. At one-second intervals, overlapping by 50%, these two subjects achieved CAs of

52% and 63%. Accuracies were then increased to greater than 70% for each participant by us-

ing feedback during multiple training sessions over the course of several days and by including

cube rotation and arithmetic subtraction mental tasks. Again using our own conversion, we ar-

rive at ITRs of 6.37 bpm and 15.86 bpm for the two participants before using feedback and then

greater than 24 bpm after training with feedback. The individual ITRs achieved in this study

before utilizing feedback appear to roughly range from the mean to the peak ITRs achieved by

our baseline LDA classifier. The ITRs achieved after training with feedback and additional men-

tal tasks exceed our mean ITRs for any method but are less than the performance achieved by

CNN-TR for subjects 1, 3, 5 and 12.

In a recent study by Lawhern, et al., a CNN architecture that utilizes label aggregation read-

out layers, similar to our approach, was investigated for classifying EEG signals recorded dur-
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ing motor imagery tasks [52].16 This network architecture, which the authors refer to as EEG-

Net, was briefly discussed in Section 2.2.3. These experiments utilized the widely available BCI

Competition IV 2a dataset, which was collected from nine participants without impairments

using a clinical EEG acquisition system in a laboratory environment. This dataset consists of

four motor imagery tasks: left hand, right hand, both feet and tongue [135, 136]. The data is

split into two-second segments and was preprocessed using the methods of Schirrmeister, et

al., which includes rejection of EEG segments that contain high-amplitude artifacts [53]. The

authors achieve a mean CA of approximately 70%, which, by our calculation, is 19.30 bpm. The

authors also note that this performance is roughly equivalent to a refined CSP-based classifica-

tion algorithm. Although this ITR is higher than the overall mean CA achieved by CNN-TR, it is

unclear if it is able to match our peak ITRs of 41.18 bpm achieved by subjects 5 and 12. Addition-

ally, note that CNN-TR achieves a nearly equivalent ITR of 19.72 bpm if we again exclude our

low-performing subjects. Also note that the work by Lawhern, et al., utilizes only motor imagery

tasks, does not use a portable EEG system and does not include participants with impairments

or in their homes.

Despite the challenges associated with comparing methods across different studies and ex-

perimental paradigms, these comparative analyses allow us to draw several conclusions. First

of all, our baseline classifiers are competitive with other studies that have utilized PSD-based

signal representations. Our baseline LDA classifier exceeds the mean ITRs achieved by Keirn

and Aunon and aligns with the range of results attained by the two participants in the study by

Millán, et al. This supports our claim that our baseline LDA classifier is representative of the

performance expected from EEG classifiers that rely strictly on PSDs. Second, we can see that

our proposed CNN-TR approach generally outperforms these PSD-based methods, achieving

a considerably higher mean ITR than Keirn and Aunon’s results and a mean ITR that is higher

than one participant in Millán’s study and comparable to the other participant before train-

16The work by Lawhern, et al., on EEGNet was performed concurrently with our research and independently draws
similar conclusions about combining relatively small CNNs with label aggregation readout layers.
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ing with feedback. CNN-TR also achieves ITRs for some individuals that are higher than the

results achieved by Millán after repeated training with interactive feedback. This further sup-

ports our claim that CNN-TR generally outperforms PSD-based methods. Third, it appears that

the introduction of additional spatial information, as demonstrated by Gysels, et al, can yield a

considerable improvement in performance. This supports our claim in Section 1.1 that sophis-

ticated spatiotemporal patterns are important as well as our claim in Section 2.1.1 that PSDs

alone are not well suited for capturing these types of patterns. As we have previously asserted

in Section 2.2, however, manual feature engineering procedures are likely not practical for use

in real-world BCIs. Finally, we see that CNN-TR performs comparably to the CNNs proposed

by Lawhern, et al., achieving a similar mean ITR when we omit participants that attain low

performance across all methods. Although Lawhern, et al., only explored motor imagery tasks

in a laboratory environment, this work provides corroborating evidence that CNNs with few

free parameters and label aggregation readout layers perform well for classifying EEG signals

in asynchronous paradigms. Although these comparisons are admittedly limited by our ability

to compare methods across experimental paradigms, we believe that they provide supporting

evidence that our baseline methods provide an adequate benchmark and that our proposed

CNN-TR architecture achieves results that are on par with or better than other state-of-the-art

methods for classifying asynchronous EEG signals.

4.2.4 Varying the Decision Rate

Thus far, all of our experiments have utilized EEG segments with a length of two seconds. In

other words, we have simulated a BCI system that takes an action every two seconds, making

our decision rate 0.5 decisions per second or 30 decisions per minute. In our experience, this

is generally the fastest pace at which a user can be reasonably expected to switch between the

mental tasks that we have defined. It is certainly possible, however, for a BCI to be controlled

at a slower rate and it may be possible to achieve much faster rates of control after extensive

training with feedback and, potentially, when using alternate mental tasks.
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As was discussed in the previous section, CA alone does not take into account the rate at

which decisions are made. Although ITR does incorporate the decision rate, it is possible and

often the case that ITR changes as the decision rate of the classifier is varied. It is clear from

Equation (3.53) that there is a linear relationship between decision rate and ITR, i.e., doubling

the decision rate also doubles the ITR, provided that the accuracy and number classes does not

change. Longer EEG segments contain more information, however, and changing the length of

our EEG segments is also likely to alter the accuracy of the classifier. In other words, if using

a slower decision rate and longer EEG segments increases our CA by introducing additional

information or allowing for better noise or dimensionality reduction, then both the CA and ITR

will change.

Characterizing the tradeoffs between decision rate, CA and ITR is important when designing

practical BCI systems because both the accuracy and responsiveness of the system influence

user experience and the types of BCI applications that can be implemented. It may be desirable,

for instance, to develop a typing application using a method that achieves high CA but requires a

slow decision rate. For applications that aide in communication on a daily basis, users are likely

to feel a high degree of frustration if they are required to correct the system often and are likely

to prefer a slower but more reliable BCI. On the other hand, it may be preferable to sacrifice a

degree of accuracy in exchange for faster responses when designing applications such as real-

time video games. In this case, sub-second response times may be required in order to deliver

an entertaining experience, even if these faster responses lead to a decrease in reliability.

Note that one of our primary justifications for using CNNs with label aggregation is that

they appear to be well suited for use in applications that require continuous or near real-time

control. While PSD-based methods require relatively long EEG segments in order to attain both

narrow frequency bins and low levels of noise, CNNs with label aggregation utilize relatively

narrow windows of time while relying on the learned filters for noise reduction and are capable

of assigning class labels at arbitrary intervals.
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(a) CA versus segment length for LDA.
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(b) CA versus segment length for CNN-TR.
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(c) ITR versus segment length for LDA.
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(d) ITR versus segment length for CNN-TR.

Figure 4.20: Classifier performance versus signal segment length. The thin lines show individual perfor-
mance while the thick lines show the means. The horizontal axis shows the length of the signal segment,
i.e., smaller values correspond to decisions being made more quickly. The CA for (a) LDA and (b) CNN-
TR increases with a diminishing return as the signal segment increases. Notice that CNN-TR achieves
higher mean CAs for both short and long segments but the largest difference is for longer segments. The
ITRs for (c) LDA and (d) CNN-TR decrease rapidly at first and levels off as the segment length increases.
Notice that the largest difference in ITR between both methods is for short segments.
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In Figure 4.20, we explore how the rate at which decisions are made affects performance by

examining both CA and ITR as the length of our EEG segments is varied.17 In Figure 4.20a and

Figure 4.20b we see test CA versus seconds per decision for LDA and CNN-TR, respectively.18

The thin lines show the performance for each individual participant while the thick lines show

the means across all participants and the shaded regions show the ranges. Notice that the CA

for both methods increases as the length of the EEG segments grows longer. There is a dimin-

ishing return, however, since there is an increasingly smaller improvement in CA as our seg-

ment length is increased. Also notice that CNN-TR achieves a higher mean CA for all segment

lengths with the largest difference being for long segments. At 1
8 seconds per decision, LDA

achieves a mean CA of 34.29% while CNN-TR achieves 39.69% and at 10 seconds per decision,

LDA achieves 57.41% while CNN-TR achieves 71.43%. After six seconds per decision, one indi-

vidual participant achieves 100% CA for LDA and six individuals achieve 100% CA for CNN-TR.

The curve is also somewhat smoother for CNN-TR than for LDA. This can be explained by the

fact that PSDs are more sensitive to the length of our segments since the DFT changes and more

spans are averaged. CNN-TR, on the other hand, simply aggregates more labels in its readout

layer as the segment length grows longer. Note that CNN-TR does not have to be retrained in

order to vary the decision rate since the input features do not change.

In Figure 4.20c and Figure 4.20d, we see how test ITR changes as we vary seconds per de-

cision. Again, the thin lines show individual performance and the thick lines show the mean

across all participants. Notice that our mean ITR decreases for both methods as the segment

length is increased, which is contrary to the behavior we observed for CA. In other words, re-

ducing the decision rate of our classifiers also reduces the amount of information that a BCI

user is expected to convey, despite the fact that a slower decision rate also results in more ac-

curate classification. This means that longer EEG segments, thus a slower decision rate, results

17We have found it to be more intuitive to vary the length of our EEG segments, which is seconds per decisions,
rather the decision rate, which is the reciprocal decisions per second.

18Since the span used by Welch’s method for LDA cannot exceed the length of the segment, we set our span to be
the minimum of the segment length and our predetermined span of 0.25.
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in a more reliable BCI system while a faster decision rate results in a more responsive but less

reliable BCI system. The largest difference in ITR between LDA and CNN-TR is observed for the

shortest EEG segments. At 1
8 seconds per decision, LDA achieves a mean ITR of 26.27 bpm and

a peak of 104.42 bpm while CNN-TR achieves a mean ITR of 55.22 bpm and a peak of 164.49

bpm. At 10 seconds per decision, LDA achieves a mean ITR of 3.00 bpm and a peak of 12.00

bpm while CNN-TR achieves a mean of 6.34 bpm and a peak of 12.00 bpm.

This analysis leads us to several conclusions. First of all, the increase in CA that results

from increasing our segment lengths is overpowered by the reduction in information transfer

for both LDA and CNN-TR. In other words, there is a definite tradeoff between the accuracy and

responsiveness for these classification algorithms when the decision rate is varied. While long

segment lengths result in a slow but accurate BCI, short segment lengths result in a fast and

responsive BCI with lower accuracy. This is an important aspect of performance for any EEG

signal classifier that should always be explored. Second, it appears that CNN-TR outperforms

LDA for a wide range of decision rates. The largest difference in accuracy between the two

methods is for long signal segments, which suggests that CNN-TR is likely to be better than

LDA for constructing highly accurate BCIs. Similarly the largest difference in ITR was found to

be for very short signal segments, suggesting that BCIs that require responsiveness and large

amounts of information to be conveyed are also likely to achieve the best results with CNN-TR.

The difference in ITR for short segments is considerable, which supports our claim that CNNs

with label aggregation are well suited for use in near real-time BCIs.

4.2.5 Mental Tasks

In previous sections, we have focused on performance metrics that were computed across

all classes. In order to examine the relative performance of each of our mental tasks across

both our baseline and proposed classifiers, we will now present several types of class-wise per-

formance metrics that will highlight the differences between each of our mental tasks. Recall

from Section 3.5.3 that our mental tasks were chosen by reviewing previous studies and using
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our intuition about which tasks are likely to elicit a variety of patterns across different regions

of the brain. Although a number of studies that investigate mental-task BCIs do provide some

discussion and justification of the mental tasks used [33,34], there are currently only a few stud-

ies that provide an in-depth comparison of the relative performance of different mental tasks

or that attempt to identify which mental tasks perform best [36, 56]. We are not aware of any

research to date that investigates which mental tasks perform best when using CNNs or other

types of artificial neural networks. For these reasons, we feel that it is important to perform a

thorough investigation into which of our mental tasks tend to perform better than others.

In Table 4.5, we see confusion matrices for LDA, TDNN and CNN-TR computed using the

labels for all segments in the test partitions for all subjects using corresponding individualized

classifiers. These three methods represent our best-performing baseline classifier, CNN without

transfer learning and CNN with transfer learning, respectively. In these confusion matrices the

rows indicate the label that was predicted by the classifier while the columns indicate the actual

class labels. Each cell contains the percent of two-second EEG segments, across all participants,

that were assigned the class label of the row over the total number of segments belonging to the

actual class label of the column. This means that all columns sum to 100% and the cells along

the diagonal represent the true positive rate, or sensitivity, for each mental task. In other words,

each diagonal cell shows the percent of segments that belong to the task and were correctly

labeled as such while the off diagonal cells show the percent of segments that belong to the task

of the column and were incorrectly labeled as, or confused with, the task of the row. We also

formally define confusion matrices in Equation (3.52) in Section 3.5.4.

In Table 4.5a, we see the overall test confusion matrix for LDA. Note that the highest sensi-

tivity is 62.86% for the Count task followed by 48.57% for Rotate and Song and 37.14% for Fist.

Also notice that many segments are often mislabeled as Count or Song and that Song is also

often mislabeled as Rotate. It is rare, however, for Count or Song to be mislabeled as Fist. This

indicates that LDA tends to label too many segments as Count and Song while often failing to

identify segments that belong to the class Fist.
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Table 4.5: Confusion matrices computed using the labels from all subjects and mental tasks. The true
positive rate, or sensitivity, for each task is shown in bold along the diagonal. The columns indicate
the actual task being performed and the rows indicate the predicted class label. The values in each cell
are the percentage of actual segments in the test partition that were assigned the predicted label, i.e.,
100× the number of predicted segments / total actual segments for the task.

(a) Confusion matrix for LDA.

Actual (%)

Count Fist Rotate Song
P

re
d

ic
te

d
(%

) Count 62.86 22.86 11.43 24.29
Fist 4.29 37.14 12.86 5.71

Rotate 11.43 17.14 48.57 21.43
Song 21.43 22.86 27.14 48.57

(b) Confusion matrix for TDNN.

Actual (%)

Count Fist Rotate Song

P
re

d
ic

te
d

(%
) Count 78.57 34.29 15.71 18.57

Fist 5.71 40.00 18.57 8.57
Rotate 10.00 11.43 48.57 21.43

Song 5.71 14.29 17.14 51.43

(c) Confusion matrix for CNN-TR.

Actual (%)

Count Fist Rotate Song

P
re

d
ic

te
d

(%
) Count 75.71 31.43 15.71 12.86

Fist 5.71 41.43 10.00 5.71
Rotate 11.43 17.14 62.86 30.00

Song 7.14 10.00 11.43 51.43
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In Table 4.5b, we see the overall test confusion matrix for TDNN. The highest sensitivity is

now 78.57% for Count followed by 51.43% for Song, 48.57% for Rotate and 40.00% for Fist. The

confusion matrix for TDNN is similar to LDA in that Count has the highest sensitivity while Fist

has the lowest. All sensitivities for TDNN are higher than LDA except for Rotate, which is tied.

Fewer segments are now mislabeled as Count and Song across all classes except for Fist and

Rotate, which are now mislabeled as Count more often. In general, TDNN is better than LDA at

distinguishing between all classes and tends to lean less toward assigning the Count and Song

labels with the notable exception of mislabeling Fist as Count.

In Table 4.5c, we see the overall test confusion matrix for CNN-TR. The highest sensitivity

is now 75.71% for Count followed by 62.86% for Rotate, 51.83% for Song and 41.43% for Fist.

Note that CNN-TR achieves higher sensitivities than LDA and TDNN for all classes except for

Count, which is slightly lower than TDNN, and Song, which is tied with TDNN. CNN-TR has

only a slightly lower rate than TDNN of mislabeling Fist as Count and frequently mislabels Song

as Rotate. The largest improvement seen for CNN-TR over TDNN is for the Rotate task, with

other tasks having relatively small changes in performance.

Although the above confusion matrices help to give us a sense of which tasks tend to per-

form well for all subjects, they do not help us to identify how much variability is seen in the

accuracy of the labels for each task across subjects. In Figure 4.21, we see boxplots showing

the quantiles of our test sensitivities across participants. In other words, we have computed

the confusion matrices for each participant and are examining the distributions of the values

along the diagonals. For the Count task, we see a significant improvement for TDNN and CNN

over LDA. While 25% of participants achieve a sensitivity of 100% for Count when using LDA,

about 50% of participants achieve 100% when using either TDNN or CNN-TR. For the Fist task,

the sensitivities are distributed roughly the same for all three methods with roughly 25% of

participants achieving a sensitivity of zero and only about 25% of participants achieving a sen-

sitivity above 60%. For the Rotate task, a number of participants achieve a lower sensitivity for

TDNN than for LDA; although the median sensitivity is slightly higher. For the Rotate task with
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(a) Sensitivity quantiles for LDA.
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(b) Sensitivity quantiles for TDNN.
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(c) Sensitivity quantiles for CNN-TR.

Figure 4.21: Boxplots showing the quantiles of the distribution of per-task sensitivities for all subjects.
The central blue boxes show the second and third quantiles while the tails show the first and fourth quan-
tiles. The medians are indicated by the solid red lines and the expected random of 25% is highlighted by
the dashed red line. (a) For LDA, the Count task tends to perform best while the Fist task often performs
poorly. (b) TDNN offers an improvement for the Count task for many participants but offers little benefit
for other tasks. (c) The introduction of transfer learning in CNN-TR improves the performance of the
Rotate task for many participants while offering mixed results for the Song task and little benefit for Fist.
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CNN-TR, however, we see a notable improvement for many participants. While 50% of partic-

ipants achieved less than 60% sensitivity for TDNN, 50% of participants achieve greater than

60% for TDNN-TR. For the Song task, the distribution of sensitivities is roughly equivalent for

both LDA and TDNN. For CNN-TR, on the other hand, all but two participants achieved a sen-

sitivity between roughly 40–60% with some participants seeing an improvement relative to the

other methods and some participants seeing a reduction in performance.

Our examination of confusion matrices and of our per-task sensitivities leads us to several

important conclusions. First of all, EEG segments belonging to the Count task are labeled cor-

rectly more often than the other tasks across all three methods and for most participants. This

suggests that the count task can often be discriminated from our other mental tasks and is likely

well suited for use in BCI systems. Both TDNN and CNN-TR outperform LDA for the Count task,

which suggests that spatial or nonlinear information may be valuable. There does not, however,

appear to be a benefit for the Count task when adding transfer learning in CNN-TR. The Fist

task, on the other hand, performs relatively poorly across all three methods. This is contrary

to the prevailing trend in BCI research to focus primarily on motor-imagery tasks and supports

our claim from Chapter 1 that mental tasks other than motor-imagery tasks are valuable for use

in asynchronous BCIs. Note, however, that the Fist task is often confused for the Count task,

which may suggest that there is some similarity between the types of patterns found in signals

belonging to both of these classes. It is possible that the Fist task might perform considerably

better if the Count task had not been included. For the Rotate task, both LDA and TDNN per-

form equivalently on average but some participants see slightly better performance when using

LDA. This suggests that the additional spatial and nonlinear information that can be utilized by

TDNNs are not beneficial for the Rotate task when using limited training data. We do, however,

see a considerable improvement in performance for the Rotate task for most participants when

we introduce multiple layers and transfer learning with CNN-TR. This suggests that there are

common aspects to the patterns produced in EEG signals during the Rotate task across partici-

pants and that the hierarchical and multiscale architecture of CNN-TR well suited for capturing
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these patterns, provided that transfer learning or sufficient training data are used. For the Song

task, there appears to be only a modest benefit to using TDNN over LDA and for CNN-TR there

appears to be a benefit for some participants and a detriment for others. This may suggest that

power-based features are useful for identifying the Song task for some participants while there

may also be some spatial and nonlinear patterns that are common across some, but likely not

all, participants.

4.3 Analysis

Now that we have examined the performance achieved by each of our methods, we will con-

tinue by investigating the types of patterns present in these EEG signals and how our classifiers

learn to leverage these patterns. This type of analysis is important for several reasons. First of

all, it is essential that we understand the types of patterns that our classifiers learn to utilize

and fail to identify in order to validate and further elucidate the advantages and disadvantages

of each of our classification approaches. Examining how our classifiers processes information

internally may also lead to new insights into how these methods function in practice, which

compliments our mathematical analyses and observations about performance in previous sec-

tions. We also seek to gain insights into the nature of EEG signals and how brain activity tends

to vary across mental tasks. In addition to providing information about the inner workings

of the brain, establishing the differences in the types of patterns produced during each of our

mental tasks is valuable for designing, calibrating and understanding BCI systems. Finally, it is

important to determine why some participants and mental tasks tend to perform better than

others. Understanding how our classifiers function and the types of patterns that they learn to

utilize may provide new insights into the capabilities and limitations of BCIs and may lead to

new methods for improving future BCI systems.

In order to achieve these goals, we will first analyze our baseline methods by examining

aggregate PSDs both across subjects as well as for individuals along side the weights learned by

our LDA classifiers. Next, we will examine the patterns leveraged by our single-layer TDNNs by
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interpreting their convolutional layers as FIR filters and extracting the frequency responses of

these filters. We will then examine the layer-wise outputs of our multilayer CNN-TR networks

and we will also use the optimization techniques described in Section 3.3.4 to learn optimal

input sequences for these networks. Although analyzing the patterns learned by artificial neural

networks is notoriously difficult, we believe that these experiments will demystify the inner

workings of our proposed classifiers and provide valuable insights into the types of patterns

that they learn to utilize.

4.3.1 Aggregate PSDs

An important first step toward examining the types of patterns found in our EEG dataset

and interpreting how our classifiers learn to leverage these patterns is to examine the differ-

ences in PSDs that are averaged across participants and mental tasks. This approach is similar

to analyses commonly found in cognitive neuroscience research and, since PSDs are inherently

time-invariant and straightforward to visualize, they naturally lend themselves to this type of

aggregate interpretation. Unfortunately, we do not have enough subjects, and therefore statisti-

cal power, to draw conclusions about these PSDs with statistical significance. We can, however,

make a number of observations about these averaged PSDs that offer supporting evidence for

our other experiments and conjectures and that yield valuable insights into our dataset and how

these EEG signals may relate to the human brain as well as environmental noise and artifacts.

Subject-wise PSDs

In Figure 4.22, we see PSDs without Welch’s method19 averaged across all tasks and EEG

segments for each subject. These figures reinforce several of our assertions about the variability

of EEG signals across individuals as well as the quality of the signals for some participants in

our dataset. First, notice that there are considerable differences in the magnitudes and precise

frequencies of some peaks in these PSDs, especially in theα (8 – 14Hz) and β (14 – 30Hz) bands.

19Since we are now averaging many EEG segments and because we are seeking a detailed visualization, rather than
dimensionality reduction, we utilize raw periodograms instead of Welch’s method.
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For example, the peak in α power for Subject-1 is near 10Hz and for Subject-2 is near 14Hz and

for Subject-7 is closer to 8Hz. This demonstrates that while there is some commonality in the

general shape of the power spectrum across subjects, there are also considerable differences

among individuals.

Next, notice that there is little, if any, peak in α power relative to neighboring frequencies

for subjects 4, 6, 11, 13, 14. These participants also achieve relatively low performance in our

classification results presented in Section 4.2. Although the behavior of α rhythms is compli-

cated and not yet fully understood, it is worthwhile to note that α rhythms have been linked

to attention; specifically, the inhibition of cortical regions that are not involved in processing

a given task and in suppressing distractions [137, 138]. We suspect that the low α powers ob-

served in some participants might be an indicator of a lack of attention or a decreased ability or

willingness to filter out distractions. It is also relevant to note that three of our four participants

with impairments have notably low power in the α band. Although previous research has in-

dicated some differences in EEG signals for people with Multiple Sclerosis (MS), which affects

subjects 13 and 14, there has not been an observed difference in baseline α rhythms for people

with MS [139,140]. It currently remains unclear if the low levels ofα power for these individuals

is related to their disabilities or environmental factors is simply coincidental. A future study

involving more participants might be valuable for investigating this topic.

We also observe that there is very high power in some channels for some subjects either

across the γ (> 30Hz) band or the entire power spectrum. For example, subjects 1, 2 and 3 have

relatively high γ power in in the occipital region, subjects 4 and 11 have high γ power in the

frontal region, Subject 14 has high γ power in channels C3 and O1, subjects 5 and 10 have high

γ power across all channels and Subject 13 has very high power across the entire frequency

spectrum, especially in channel P3. As described by Fries, et. al, distinguishing between γ-

band signals that are generated by the brain from artifacts caused by muscle activity can be

extremely challenging and is often not entirely possible [141]. The PSDs for subjects 5, 10 and

14 do, however, show characteristic signs of high-amplitude contamination from muscle activ-
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(a) Subject 01
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(b) Subject 02
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(c) Subject 03
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(d) Subject 04
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(e) Subject 05
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(f ) Subject 06
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(g) Subject 07
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(h) Subject 08
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(i) Subject 09
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(j) Subject 10
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(k) Subject 11
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(l) Subject 12
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(m) Subject 13
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Figure 4.22: Power Spectral Densities (PSDs) averaged across EEG segments in all classes for each in-
dividual subject. These plots highlight individual differences in the power content of the signals across
participants. For example, α (8 – 14Hz) and β (14 – 30Hz) rhythms vary considerably with respect to
power and peak frequency. These figures also show that some participants likely have poor signal quality.
For example, Subject 13 appears to have broad-band contamination in site P3 from a poor connection
and Subject 10 appears to have significant γ-band (> 30Hz) contamination from muscle artifacts.

ity, including γ power exceeding 1.0×10.0−3 µV 2/Hz across multiple recording sites and erratic

peaks in the γ band of the PSDs. Recall that subjects 10 and 14 attained low performance in

our classification experiments, ranging from 20–35% CA. Subject-5, on the other hand, attained

good performance, 70% CA for LDA and 90% CA for CNN-TR, despite this apparent contamina-

tion from muscle artifacts. Although it is possible that the classifier for Subject-5 utilizes muscle

artifacts to improve classification accuracy, we will see in our analysis of LDA that this model

performs reasonable well while not heavily utilizing γ-band activity.

Subjects 11 and 12, who both suffer from considerable muscular spasticity due to spinal

cord injuries, do not show strong indications of large-scale γ-band contamination from muscle

activity, which confirms that high-quality EEG signals can be recorded from individuals who

suffer from this condition. For Subject-13, the extremely high power in site P3 indicates a poor

electrode connection. This poor connection appears to have also interfered with the quality of

other recording sites, which explains the spikes in power at 16Hz, 28Hz, 44Hz and 76Hz that are
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caused by aliasing of the harmonics of 60Hz interference from the surrounding power mains.

Upon examination of time-domain plots over the course of the experiment for Subject-13, it

appears that this electrode became dislodged part way through the recording session. This is

likely due to contact between the EEG cap and the headrest on the participant’s wheelchair.

Care should be taken when using EEG caps with a headrest and an ideal EEG system for use in

BCIs would be as resilient to this situation as much as possible. For the other subjects with rel-

atively high levels of γ-band activity, e.g., subjects 1, 2, 3, 4 and 11, it is unclear from these PSDs

alone whether or not these relatively high levels of γ-band activity are due to muscle activity or

due to synchronized electrical activity in the brain. We will, however, continue to examine this

question in later experiments.

Task-wise PSDs

Another approach for analyzing aggregate differences in our EEG signals is to average the

PSDs across subjects in order to examine the mean differences in power content for each mental

task. Although we have shown that there are considerable differences in EEG signals across

individuals, this experiment examines patterns in the EEG signals for each mental task that are

common across subjects. Since it is difficult to visualize the differences among PSDs for four

mental tasks and eight channels, each of which have powers across a spectrum of frequencies,

we also average these PSDs across all channels. Although the spatial distribution of our PSDs is

certainly important, and will be investigated in the next section, PSDs averaged across channels

are straightforward to visualize and can be viewed as an estimate of the overall power content

of the signals.

In Figure 4.23, we show PSDs without Welch’s method for each of our four mental tasks

averaged across all segments and channels for all participants except for the low-performing

subjects 6, 10, 13 and 14 that were identified in Section 4.2.2. As was noted for our previous vi-

sualization, many of these participants have either poor signal quality, high-amplitude artifacts

or unusually low α power. Excluding these participants ensures that this does not adversely

affect our averaged PSDs. The inset axes in Figure 4.23 highlight the differences across tasks in
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Figure 4.23: PSDs for each mental task averaged across channels and subjects, except the lowest-
performing subjects, 6, 10, 13 and 14. The inset axes highlight the differences roughly in the α and low
β bands. On average, power is higher in low-frequency α for the Song task and higher in high-frequency
α for the Count task relative to the other tasks. Mean power tends to be higher for the Song and Count
tasks in low-frequency β and lower in both low-frequency α and mid-frequency β for the Fist task. Both
Count and Song have higher power in the γ band relative to the other tasks.

the 6–14Hz and 14–24Hz ranges, which roughly corresponds to the α (8–14Hz) and lower end

of the β (14–30Hz) bands, respectively. Note that, on average, power is higher in low-frequency

α for the Song task and higher in high-frequency α for the Count task relative to the other two

tasks. We suspect that this increase in α power may be related to attention and the suppression

of activity in regions of the brain that are not related to these tasks [137]. Also notice that the

Count and Song tasks have a subtly higher mean power in the low range of the β band while

the Fist task has a lower mean power in the low α and mid-range β bands relative to the other

tasks. This decrease in power for the Fist task is consistent with the µ and β rhythm desynchro-

nization that is often leveraged by motor-imagery BCIs [27, 29, 30]. There is also an increase in

mean power across the γ (> 30Hz) band for both the Count and Song tasks relative to the Fist

and Rotate tasks. Although it is difficult to establish whether or not these differences in γ power

have a neuronal origin or are caused by muscle movement artifacts, as noted earlier, it is worth
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noting that these differences in γ rhythms are relatively consistent for the Count and Song tasks

across participants.

Despite the similarity between the γ-bands for the Count and Song tasks and also between

the Fist and Rotate tasks, it is important to note that these similarities do not strictly align with

the class confusions that we noted in Section 4.2.5. Although we did observe some confusion

between the Count and Song tasks when using LDA, we did not see an exceptionally high rate

of confusion between Count and Song for our TDNNs and CNN-TRs and we did not see a high

rate of confusion between Fist and Rotate for any of our classification approaches. This means

that, despite the apparent similarity between these PSDs, our classifiers do not often confuse

these tasks for each other. This may suggest that our classifiers tend to utilize differences in the

α and β bands rather than differences in the γ band or that they may be leveraging differences

in the spatial distribution of these γ rhythms. In the following section, we will see that our

LDA classifiers generally do not place a high level of importance on γ rhythms. We will also

see in subsequent experiments, however, that our CNN-based classifiers tend to leverage high

frequency information to a greater extent. This may also suggest that some of the differences in

these γ rhythms may require nonlinear or multivariate phase information in order to be used

effectively for discrimination.

Overall, this experiment demonstrates that there are some consistent average differences in

the PSDs for each mental task and that these differences generally align with our prior knowl-

edge about the types of patterns that we might expect to find in EEG signals produced during

these tasks. This allows us to conclude that there are, in fact, some types of patterns that are

common across individuals, despite the large differences that we have also seen in our subject-

wise PSDs averaged across all tasks. This supports our claim that transfer learning may be a

valuable tool for increasing the amount of training data available and for leveraging patterns

that tend to be common across individuals.
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4.3.2 LDA Weight Analysis

A valuable benefit of combining PSD-based signal representations with linear classifiers is

the ease with which these methods can be interpreted. Since the weights of a linear classifier

represent a relative measure of importance associated with a given input feature, interpretation

is relatively straightforward. In Figure 4.24, we see a visualization of the inputs and weights

for the LDA classifier trained for Subject-1. In the top of Figure 4.24 we see the input features

averaged across all segments in the training partition for Subject-1 for each task laid out by

channel. Recall from Section 3.1.1 that the input features for our baseline classifiers are the log10

transform of the Welch PSD which is then standardized to have zero mean and unit variance for

each dimension. In the bottom of Figure 4.24, we see the magnitudes of the weights of our LDA

classifier, except for the biases, aligned with each input feature along the top and the associated

mental task along the left.

Figure 4.24: PSD features and trained LDA weights for Subject-1. (top) The log PSD with ω= 0.25 aver-
aged across all segments within each class. The features are concatenated into a single vector and passed
to the subsequent classifier. (bottom) The weight magnitudes for a trained LDA classifier indicate the rel-
ative important for each feature and class.

151



This visualization allows us to make a number of observations about which input features

are useful for identifying each mental task for Subject-1. First, notice that the Count task tends

to have higher power than the other tasks in the α band for all channels except for C4 and O1

and in the low β band for P3 and O2. The classifier also learned higher weights for these bands

for the Count task, especially in the parietal, frontal and right occipital regions. The classifier

also has moderately large weights in the γ band for the Count task at sites C3, C4, P4 and O1

and O2; although the γ band powers for the Count task are not exceptionally higher than the

other tasks for Subject-1. This aligns with our observation in the previous section that increases

in power in the α, β and γ bands are associated with the Count task in our averaged PSDs.

Next, notice that there tends to be considerably less power in the α and β bands for the Fist

task. Again, this is consistent with our observations about the averaged PSDs in the previous

section. Although there are a number of weights associated with these frequency bands, the

largest weights for the Fist task are located near the α and low β bands at site C4. This is consis-

tent with the µ (8–14Hz) and β rhythm desynchronization over the motor cortex expected for

a left-sided motor imagery task. Also note that some weights for the Fist task are moderately

large in the γ band, especially in the frontal region and left central region, which may be related

to executive control and planning of the motor movements.

For the Rotate task, we see a relatively high power in the α and low β bands in the frontal

and central regions and low power in the α band over the parietal and occipital regions, which

is consistent with a combination of increased attention along with desynchronization in the

primary visual cortex in the occipital region. The largest weights for the Rotate task are associ-

ated with the high power in theα and β bands over the frontal and central regions, especially in

channels F3, F4 and C4. To a lesser degree, there are also weights associated with the relatively

low α power in P3 and P4. There are few weights associated with the γ band for the Rotate task,

which is consistent with our averaged PSDs in the previous experiment, which do not show

elevated γ power for the Rotate task on average.
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The Song task generally has mid-range power in the α and β bands and has relatively high γ

power in channels F4 and C4, which are over the frontal and central regions of the right hemi-

sphere of the brain. While this relatively high level of γ power is consistent with our averaged

PSDs, Subject-1 appears to have a less-than-average α power relative to the other tasks. Al-

though the weight magnitudes for the Song task are somewhat diffuse across features, we do

see moderately high weight magnitudes for the γ band in channels F4 and C4 and for α power

in channel P3. Note that γ-band activity in the frontal region is has been linked with speech

production and rehearsal, especially in Brocha’s area [142]. Although the increase in γ-band

activity observed for Subject-1 is over the right hemisphere and Brocha’s area is usually in the

left hemisphere for right-handed individuals, bilateral activity in the frontal regions has been

observed during speech production [143]. Notice that the Count task, which also has a verbal

component, shows elevated levels of γ-band power in our averaged PSDs in the previous sec-

tion. These observations suggest that γ-band activity associated with speech production may

be an important pattern for mental tasks that have a verbal component.

Figure 4.25: PSD features and trained LDA weights for Subject-5. (top) The log PSD with ω= 0.25 aver-
aged across all segments within each class. The features are concatenated into a single vector and passed
to the subsequent classifier. (bottom) The weight magnitudes for a trained LDA classifier indicate the rel-
ative important for each feature and class.

153



In Figure 4.25, we see a similar visualization but now for Subject-5. Although Subject-5

is similar to Subject-1 in many ways, there are several notable differences. First of all, notice

that the increase in α and β powers for the Count task is much less pronounced for Subject-5

and power in the γ band appears to be slightly more important instead, especially over the left

frontal and occipital regions. For the Fist task, we again see a broad decrease in α and β power

in the frontal and central regions with correspondingly high weights in the classifier, which is

quite similar to Subject-1. For the Rotate task, Subject-5 has a much more pronounced increase

in α and low β power over the central and parietal regions; although we now see important

weights in the α band of nearly all channels, including over the occipital region, which again

shows a decrease in α power. For the Song task, we again see high levels of γ power, but now

across all channels. The most important weights for the Song task, however, appear to be re-

lated to α power in the frontal and left centroparietal regions and a broad range of frequency

bands over the right-parietal and occipital regions.

Although the weights for the Song task that are associated with α power over the frontal

lobe may again be related to speech production, it is unclear why there is elevated γ power

and associated weights over the parietal and occipital regions. Recall from the previous section

that Subject-5 has a notable amount of γ-band power that appears to be caused by muscle

movement. We cannot rule out the possibility that Subject-5 may be inadvertently moving or

tightening their muscles during the Song task. We do not, however, see excessively high weights

associated with the γ band for the Song task, which suggests that even if muscle artifacts are

more common for this subject during the Song task, such muscle movement does not appear

to be the most important feature for classification.

Our analyses of aggregate PSDs in the previous section combined with our analyses of the

individual features and classification weights for Subject-1 and Subject-5 in this section lead us

to several conclusions. First of all, there does appear to be a general trend in the form of the

PSDs for each mental task. For the Count and Song tasks we see increases α and γ activity over

the frontal region that might be related to speech production. For the Count and Rotate tasks
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we see increases in α power in the frontal region which may be related to attention and for the

Rotate task we see decreases in α power in the occipital region that may be related to visual

processing. For the Fist task we see decreases in µ and β rhythms over the central and pari-

etal regions that are likely due to desynchronization in the motor cortex. There are, however,

considerable individual differences in the precise frequencies and locations of these changes

in the PSDs. This provides supporting evidence for the use of both transfer learning as well as

individualized classifiers. Although we are unable to verify or reject the possibility that mus-

cle movement may also correlate with some tasks for some subjects, we see little evidence that

high-frequency muscle artifacts are a primary pattern utilized by our baseline classifiers and

we have also identified that some subjects with contamination from muscle movement can still

achieve relatively high classification accuracy.

4.3.3 Learned Filters

Interpreting the patterns that are leveraged by our convolutional networks is less straight-

forward than analyzing our linear baseline classifiers for several reasons. First of all, there are

many weights in each artificial neuron that span the width of the convolutional kernel, as op-

posed to a single weight associated with each channel and frequency bin in a PSD. Second,

there is a nonlinear transfer function in each artificial neuron. Although a larger weight in a

nonlinear model generally does indicate a greater level of importance for the associated input

feature, larger weights also indicate a more sharply nonlinear response to the input. Stacked

convolutional layers are also challenging to interpret because the behavior of our networks be-

comes increasingly nonlinear as the signals pass through multiple layers. The spatial layout of

the network connections also becomes arbitrary after the first layer. Although we have a spa-

tial mapping from the input channels to the surface of the scalp at the first convolutional layer,

there is no enforced layout of the signals at the subsequent layers, which correspond only to the

artificial neurons in the previous layer. Finally, pooling introduces a change in scale that must

be considered during analysis.
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In order to overcome these challenges, we employ two tactics when analyzing the weights

of our convolutional networks. First, in order to avoid the complications associated with the

loss of a spatial mapping and increasingly nonlinear responses in multilayer networks, we will

examine only the weights in our single-layer TDNNs. We will, however, utilize other approaches

for analyzing our multilayer networks in later sections. Second, rather than attempting to an-

alyze the weight magnitudes directly, we will utilize our interpretation of convolutional units

as FIR filters and extract the frequency responses of these learned filters. Although it is cer-

tainly possible to visualize the weights of the convolutional kernels directly and interpret these

weights as matched filters, i.e., attempting to match the shape of the weights to sections of the

time-domain EEG signals, we have found that this approach generally does not yield valuable

insights into the behavior of these networks.

Recall from Section 3.2.3 that the convolutional layers in our CNNs and TDNNs can be in-

terpreted as learned, nonlinear FIR filters. Since a convolution in the time domain is equivalent

to a pointwise multiplication in the frequency domain, the frequency response of the filter can

be computed, before the application of our nonlinear transfer function, by finding the magni-

tudes of the discrete Fourier transform of the convolutional kernel. Note that this is a common

practice in the field of signal processing for designing and analyzing linear FIR filters [110]. To

our knowledge, however, we are the first to utilize this technique to analyze the weights of con-

volutional networks.

In Figure 4.26a we see the result of computing the magnitudes of the Fourier transforms of

each convolutional kernel in each artificial neuron laid out over the surface of the scalp for a

TDNN trained for Subject-1. Each line in this plot corresponds to a different artificial neuron

in our network. Note that each artificial neuron spans all channels and computes a sum of the

convolutions over all channels. Each subplot then corresponds to the frequency responses of

the individual convolutions computed at each EEG recording site. The horizontal axis in each

subplot corresponds to the frequency spectrum ranging from 0–128Hz, i.e., DC to the Nyquist

rate, and the vertical axis corresponds to the gain of the FIR filter before the application of our
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(c) Frequency responses at site C4.

Figure 4.26: Frequency responses, before the application of the nonlinear transfer function, for the con-
volutional kernels in all artificial neurons for a TDNN trained for Subject 1. Each line corresponds to the
frequency response of a single convolutional kernel. Note that a given artificial neuron sums the convo-
lutions across all channels. The horizontal axes correspond to the frequency spectrum while the vertical
axes shows the gain of the filter at each frequency. (a) The frequency response for each convolutional
kernel laid out by recording site. (b) The frequency response of each convolutional kernel associated
with channel C3. (c) The frequency response of each convolutional kernel associated with channel C4.
Note that many of these filters have amplify frequencies in the α, β and γ bands.
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nonlinear transfer function. For example, if an FIR filter has a gain of two at a given frequency,

then the signal will be amplified two-fold and if the filter has a gain of 0.5 then the amplitude

of the signal will be attenuated by one half, before the application of our transfer function. In

Figure 4.26b and Figure 4.26c, we see larger plots of the frequency responses at sites C3 and C4

for reference. Note that the scale of the axes is the same in all of the subplots in Figure 4.26a.

One clear limitation of this approach for analyzing the weights of our TDNNs is that we

can only see the filtering characteristics of the network and not how it responds to each men-

tal task separately. Nevertheless, we can make several observations about our networks from

Figure 4.26. First of all, notice that the majority of the convolutional kernels have a high gain

associated with the α, β and low γ bands. This suggests that frequencies in these ranges are

highly utilized by this TDNN, which aligns with our observations about our PSD-based classi-

fiers. Note, however, that the gain for some of these filters is as high as five. This indicates that

the network is amplifying these frequencies considerably. Recall that our input signals are stan-

dardized to have zero mean and unit variance and that α frequencies are often near the highest

amplitude signal components. Since our transfer function saturates at slightly above one, this

suggests that some of our artificial neurons respond to α and β frequencies in a highly nonlin-

ear way in some channels. Note, however, that we do not see the bias weights of our networks in

this visualization, which can also affect nonlinear behavior by pushing the entire signal toward

one a nonlinear region of our transfer function. This large amplification of α and β rhythms

supports our claim that nonlinear information may be useful for classifying EEG signals.

Also notice that some convolutional kernels have a high gain for frequencies in the γ band.

In particular, notice that sites F4 and C4 have several kernels with high gain in the γ band. This

aligns with our previous observations in Figure 4.24 where we noted that the Song task had high

amplitude γ power in sites F4 and C4 for Subject-1, which may be related to speech production.

Some kernels in sites C3, P3, O1 and O2 also have relatively high gain in the γ bands which

does not closely align with our observations about the LDA classifier for Subject-1. This may

indicate that our TDNNs are able to extract additional information from the γ band that is not
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easily identified in the PSDs, e.g., subtle short-term or nonstationary patterns in the signals. It is

valuable to note, however, that signal components in the γ band typically have amplitudes that

are several times smaller than α rhythms, which suggests that these signal components likely

still have lower amplitudes than in the α after passing through these filters.

Note that plots similar to Figure 4.26 for other subjects generally show similar trends. This

suggests that the convolutional kernels in our TDNNs tend to strongly amplify frequencies in

the α and β bands and, to a lesser degree, in the γ band. Although this roughly aligns with

our observations about the important frequencies leveraged by our PSD-based LDA classifier, it

appears that our TDNNs may be able to leverage patterns in the γ band in some channels that

LDA is not able to leverage. The importance of γ-band patterns will be further examined in later

experiments.
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Figure 4.27: The phase responses for the convolutional kernels in a TDNN trained for Subject 1 for chan-
nel C4. Note that the phase responses are highly nonlinear across the frequency spectrum, which indi-
cates that our convolutional kernels are not learning optimal bandpass filters. This may be due to the
filters learning to incorporate phase information in addition to amplitude information and also because
the filters learn to pass amplitude information across multiple frequency ranges.

In addition to examining the gain of our FIR filters, it is also possible to examine the phase

responses of these filters by extracting the complex arguments of the Fourier transforms of the
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convolutional kernels. In Figure 4.27, we see the phase responses of all convolutional kernels at

site C4 for the same network in the previous experiment for Subject-1. Note that the horizontal

axis corresponds to the frequency of the input signal, from DC to the Nyquist rate, while the ver-

tical axis indicates the amount that the phase will be shifted in the output signal in units of radi-

ans. Although this figure is difficult to parse visually, it does lead us to an important observation:

the phase responses of our convolutional units are highly nonlinear across the frequency spec-

trum. Note that an optimal FIR bandpass filter, in the sense that it passes only a specific band

of frequencies with the steepest possible rolloff and minimal ripple, has a linear phase response

where the filter shifts the phase of the signal linearly as the frequency of its input increases.20

The fact that our learned filters have very nonlinear phase responses indicates that they are not

approximating optimal bandpass filters. This may be for several reasons. First of all, it is likely

that our convolutional units are learning to utilize phase information, in addition to amplitude

information, by manipulating the phase offsets of the signals as they pass through each artificial

neuron. As we noted in Section 2.1.1, a major limitation of PSDs is their inability to incorporate

multivariate phase information, despite the fact that phase synchronization is known to be an

important aspect of EEG signals. Second, it is possible that our convolutional units are learn-

ing to filter multiple frequency ranges simultaneously, rather than simply selecting for a narrow

passband. This demonstrates how these filters extract information that is useful, rather than

attempting to adhere to assumptions about specific frequency bands. The sophisticated nature

of the phase responses of our convolutional kernels demonstrates their versatility while also

highlighting the difficulties associated with interpreting the types of patterns that they learn to

leverage.

4.3.4 Layerwise Outputs

As we have discussed in the previous section, it is difficult to analyze how the weights of a

convolutional layer interact with different classes and it is also difficult to analyze the weights of

20Optimal linear FIR bandpass filters with finite order do have nonlinear jump discontinuities associated with
ripple but are linear everywhere else.
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multilayer CNNs. In order to address these challenges, we will examine the outputs, also called

activations, produced by each layer rather examining the weights directly. This allows us to

observe how the network responds to inputs belonging to a given class, rather than attempting

to make inferences about the network’s behavior by examining the connection weights between

its artificial neurons.

In order to ensure that we are using input segments that are representative of each class, we

select the best-performing EEG segment for each class from the test partition. In other words,

we run a forward pass of the network for each segment in the training partition and identify a

single segment for each class that produced the highest sum of log likelihoods, as described in

Section 3.2.1, for the correct class label. Note that we utilize segments from the test partition in

order to ensure that we are examining the generalization behavior of the network rather than

examining segments that the network was exposed to during training. Time-domain trace plots

of the best-performing EEG segment for each class for Subject-1 are shown in Figure 4.28. Note

that these plots are color coded with a unique color for each class for reference in future plots.

Aside from a few ordinary ocular artifacts, notably around 0.25s and 1.5s centered in channels

F3 and F4 for the Count task in Figure 4.28a, these EEG segments appear to have clean signals

with few artifacts. These EEG segments also have clearly visible α and β and γ rhythms.

Recall that our full CNN-TR architecture, described in Table 4.1, consists of four convolu-

tional layers with 16 hidden units in the first two layers and 20 hidden units in the next two

layers. Since it is difficult to visualize the activations produced by this many hidden units, we

have trained a smaller network with the same configuration except that it has only six hidden

units in the first two convolutional layers and eight hidden units in the following two convo-

lutional layers. This network is trained using our full transfer learning and early stopping pro-

cedures for Subject-1. Note that the test CA for this smaller network is 65% in this case, which

is 20% lower than the test CA for our larger network configuration. Despite this difference in

performance, this network does perform significantly better than a random classifier and we
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(a) Best performing segment for Count.
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(b) Best performing segment for Fist.
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(c) Best performing segment for Rotate.
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(d) Best performing segment for Song.

Figure 4.28: The best-performing EEG segments, i.e., highest sum of likelihood, for each class for our
small CNN-TR for Subject-1. Each segment has a different color for reference in future plots. Note the
ocular artifacts in (a) around 0.25s and 1.5s in F3 and F4. The other segments are largely free of artifacts
and contain visible α, β and γ rhythms.
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have confirmed that the activations at each layer of this network appear to behave similarly to

the larger configuration.

In Figure 4.29, we see the activations produced by each hidden unit for the best-performing

EEG segment in each class at each of the four convolutional layers in our smaller CNN-TR net-

work. The activations produced by each EEG segment are plotted on top of each other for

comparison and are color coded using the same colors from Figure 4.28. On the left side of

Figure 4.29, we see trace plots of the activations where the horizontal axis corresponds to time

and the vertical axis corresponds to the network activations spread out across the hidden units.

Each hidden unit is labeled h`
i where i denotes the index of the hidden unit and ` denotes the

layer. On the right side of Figure 4.28, we see a histogram for each hidden unit that shows the

distribution of the activations stacked by class. The grey line superimposed over the histograms

shows the transfer function with appropriate scale so that we can see the saturation and degree

of nonlinear behavior of the activations.

From the histograms in Figure 4.29a, we can see that most of our activations occur around

the center of our transfer function, with the exception of h1
6. This indicates that our first layer

primarily acts a bank of linear filters that is applied to the input signals. Note that the ocular

artifacts we observed in the segment for the Count Task near 0.25s and 1.5s are largely isolated

by units h1
4 and to a lesser degree h1

1, h1
5 and h1

6. This may suggest that part of the role learned

by these units is to filter artifacts caused by eye movement. α rhythms also appear to be most

prominent, especially for the Count task, in h1
3 and h1

4 and slower drifts appear to be largely

isolated to h1
4 and h1

5 while the other channels appear to contain mostly higher frequency acti-

vations. Many of the changes in our input signals from Figure 4.29 can also be identified in the

activations of these units. This again suggests that the units in the first layer are primarily acting

as filters that isolate different components of the signals, likely in ways that are both spatial and

temporal.

From the trace plots in Figure 4.29b, we can see that the second layer continues to filter the

activations from the previous layer. It appears that most of the units now generate activations
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(a) Layer 1 activations.
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(b) Layer 2 activations.
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(c) Layer 3 activations.
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(d) Layer 4 activations.
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(e) Layer 5 estimated class membership probabilities at each timestep.

Figure 4.29: Activations produced at each layer by our small CNN-TR for Subject-1. The trace plots on
the left side show the time-domain activations produced by each hidden unit described on the left verti-
cal axis over the course of time along the horizontal axis. These activations are color coded according to
classes of the signals, which correspond to the best-performing segments in the previous figure. The his-
tograms on the right show the distribution of the activations for each neuron and signal segment across
the transfer function, shown in grey. (a) The activations produced by the first convolutional layer largely
fall on the linear region of the transfer function, suggesting that this layer primarily acts as a bank of
linear filters. (b) The activations produced by the second layer have increasingly nonlinear behavior and
some isolation of specific frequencies and of ocular artifacts is apparent. (c) The activations produced by
the third layer, which is preceded by pooling, are increasingly nonlinear and are generally slower moving.
(d) The activations produced by the fourth layer are highly nonlinear and often have a one-sided thresh-
old type response. A higher degree of specialization is now visible with some units responding more
strongly to patterns in specific classes and not others. (e) The predicted class membership probabilities
at each timestep produced by the linear readout layer. The Count task is clearly predicted well; although
it is also apparent from the histograms that the other tasks are often predicted correctly as well.
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that are primarily in the α and low β bands with the exception of h2
2, which largely generates

higher frequency activations in the γ band and both h2
1 and h2

3, which contain some frequen-

cies across all three of these bands. The ocular artifact in the EEG segment for the Count task

continues to be present and is now isolated primarily in h2
1 and h2

4 and, to a lesser degree, h2
2.

From the histograms in Figure 4.29b, we can also see that the activations in the second layer

now fall in the nonlinear region of our transfer function much more often for all units. This

indicates that the second layer behaves in a more nonlinear way than the first. Also note that

the activations tend to lie closer to one side or the other of our sigmoidal transfer function. This

indicates that the network has learned to use the bias values to push the activations toward

the nonlinear region of the transfer function. This allows the network to transform oscillating

signals into a more rectified, binary response where there tends to be a pulse in one direction

if a certain waveform is present while remaining largely inactivated if the desired waveform is

not present. Overall, it appears that the second layer of our network is continuing to filter the

signals while also beginning to form nonlinear filters that become activated in response to more

specific patterns in the signals.

In the third layer, pooling has been applied and so the scale of our activations is now 1
2

that of the original input signals. From the histograms in Figure 4.29c, we can see that the

activations in the third layer have become increasingly nonlinear, with the exception of h3
4 and

perhaps h3
6. From the trace plots we can see that our activations contain increasingly different

responses for each class. Many of the activations also continue to have one-sided responses.

For instance, notice that h3
7 generates pulses roughly in the β range but almost exclusively for

the Count task and, to a lesser degree, the Song tasks. These class-specific activations appear

to be strongest for the Count task, which is the most accurately classified task for Subject-1.

These observations suggest that the third layer has learned to produce increasingly nonlinear

and task-specific responses.

In Figure 4.29d, we can see that the activations produced by the fourth layer are predomi-

nantly in the α and β bands. This suggests that higher frequency information has either been
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largely attenuated, or that the previous layers have already consumed the higher frequency in-

formation in order to generate the activations produced up to this point. Since we have already

established the importance of high frequency for some tasks in our previous experiments, we

believe it is likely that high frequency information has already been utilized and has essentially

been smoothed into the activations by the fourth layer. Given that we have changed the scale

of our networks before the third layer and since the network is optimized to output the class

label across the entire output sequence, it makes intuitive sense that the network would utilize

higher frequency information in earlier layers and transfer this information into slower mov-

ing activations. We also note that there continues to be one-sided nonlinear activations, which

suggests that the network has learned to essentially place thresholds on these activations. There

also appears to be increased specialization of the activations, with some units responding more

strongly to some classes than others. Although this specialization is somewhat subtle and can

be difficult to see from the trace plots, a close examination of the histograms shows that there is

now more separation in the distributions of the activations in some hidden units. For instance,

many of the activations for the Fist and Rotate tasks now fall on one side of h4
1 and h4

4 while the

activations for Count are now spread out and more often fall on near the other side of the trans-

fer function. Also notice that h4
7 and h4

8 have very small amplitude but extremely specialized

responses to patterns in the signals that primarily occur only for the Count task.

In Figure 4.29e, we see the output of the readout layer, which is the final layer in the net-

work. The role of the readout layer is to combine the outputs of the fourth convolutional layer

in a linear way in order to produce class membership likelihoods for each class at each pre-

dicted timestep of the network. Note that we have converted the log likelihoods produced by

our network at each timestep into proper class membership probabilities. From the trace plots

in this figure, we can see that the network did quite well at identifying the Count task, moder-

ately well at identifying the Fist and Rotate tasks and somewhat poorly at identifying the Song

task. Upon examination of the histograms, we can see, however, that there does tend to be

a degree of separation between the predicted probabilities and that the correct class is often
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predicted with a higher probability than the incorrect classes. This supports our claim that by

the fourth layer of our network the activations have a high degree of task and pattern specific

specialization that allows our linear readout layer to combine these activations in a way that

produces appropriate class predictions. In Appendix B, we show the activations produced by

a full-sized CNN-TR network at each layer and the best-performing EEG segment for each task

for Subject-1. Although these larger visualizations are somewhat more difficult to parse due to

the size of these networks, a careful examination does demonstrate a similar pattern of filtering

and increasing specialization.

This analysis of the layer-wise activations produced by a sample CNN-TR allow us to draw

several conclusions. First of all, we have shown that our networks tend to leverage increasingly

nonlinear patterns at each successive layer. While the first layer acts largely as a bank of linear

filters, deeper layers begin to behave in very nonlinear ways and often appear to have a one-

sided threshold type response, leveraging the unit’s bias, in order to produce activations only

in response to very specific types of patterns. Second, we have noted the higher frequency

information tends to largely be consumed by the earlier layers and is incorporated into slower

moving activations in later layers, after pooling has forced a change in scale. Since the memory

capacity and impulse response of our networks increases at each successive layer and since the

network seeks to assign correct class labels for as many timesteps as possible following a pattern

that is indicative of a given class, it makes sense that the network would attempt to transform

fast patterns into slower moving responses. Along with the increasingly nonlinear and lower

frequency responses produced at each layer, we have also observed increasing specialization.

In other words, each artificial neurons in deeper layers primarily responds to patterns that are

often associated with some classes and not others. These observations support our claims from

Section 1.3, and throughout the previous chapters, that our proposed CNNs are able to learn

nonlinear and hierarchical representations with increasing specialization and changes in scale

that can ultimately by used to produce appropriate class membership predictions.
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4.3.5 Optimized Input Sequences

In addition to examining the behavior of our networks when processing actual EEG seg-

ments, we have also described a method in Section 3.3.4 for finding optimized, artificial in-

put sequences that produce high class membership probabilities. These optimized input se-

quences will help us to further understand the types of patterns that our networks are leveraging

by allowing us to examine inputs that contain patterns that the network finds highly valuable

for discriminating between classes. Examining the behavior the network’s activations when

processing these sequences will also allow us to further understand how our networks are pro-

cessing these patterns and forming useful representations of EEG signals.

In order to generate these optimized input sequences, we first seed our optimization rou-

tine with the same EEG segments that we examined in the previous section. This initializes our

optimization procedure with a real EEG segment that produces a correct label for the corre-

sponding class. We then use the ALOPEX optimization procedure, as described in Section 3.3.4,

to modify these segments in a way that increases the predicted class membership probabilities,

beyond that of the original input segments, while the weights in our network remain fixed.

In Figure 4.30, we see how the mean predicted class membership probabilities, averaged

across timesteps, change for the segment in each class as the iterations progress for our ALOPEX

optimization procedure. Notice that for the Count and Fist segments, the mean predicted class

membership probability rapidly rises above 0.9 after about 30,000 iterations while the mean

probabilities for the other tasks drop below 0.1. Similarly, but to a lesser degree, the mean prob-

ability for the Fist task rises to about 0.65 while the predicted probabilities for the other classes

falls to 0.1–0.15. Recall that we have found that the Fist task often performs relatively poorly,

which likely corresponds to these lower probabilities for the optimized input sequence. For the

Song segment, the mean probability predicted for the Song task gradually rises to 0.5 at about

100,000 iterations while the mean probability falls to about 0.05 for Fist and 0.25 for Count and

Rotate. Although applying additional iterations of ALOPEX does continue to improve the mean

predicted probability for the Song task, we have found that this amount of training is suffi-

171



0 20000 40000 60000 80000 100000
Alopex Iterations

0.0

0.2

0.4

0.6

0.8

1.0

M
e
a
n
 P

re
d
ic

te
d
 C

la
ss

 M
e
m

b
e
rs

h
ip

 P
ro

b
a
b
ili

ty

Count

Fist

Rotate

Song

(a) Probabilities vs. iterations for Count.

0 20000 40000 60000 80000 100000
Alopex Iterations

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

M
e
a
n
 P

re
d
ic

te
d
 C

la
ss

 M
e
m

b
e
rs

h
ip

 P
ro

b
a
b
ili

ty

Count

Fist

Rotate

Song

(b) Probabilities vs. iterations for Fist.
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(c) Probabilities vs. iterations for Rotate.
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(d) Probabilities vs. iterations for Song.

Figure 4.30: Predicted class membership probabilities, averaged across timesteps, versus ALOPEX op-
timization iterations. (a) For the Count segment, the mean probability for Count approaches 0.98 after
30,000 iterations while the other tasks near zero. (b) For the Fist segment, the mean probability for Fist
levels off at around 0.65 while the other tasks level off between 0.1–0.15. (c) For the Rotate segment, the
mean probability for Rotate exceeds 0.9 after 40,000 iterations while the other tasks fall below 0.1. (d)
For the Count task, the mean probability for Count approaches 0.5 and continues to approve beyond
100,000 iterations while Fist approaches about 0.05 and Count and Rotate fall to about 0.25. Although
further optimization does improve the predictions for the Count task, we have found that this level of
optimization allows us to draw conclusions about inputs that yield improved performance without de-
parting too dramatically from the original input segments.
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cient to allow us to draw conclusions about the optimal input sequences for our networks while

also not departing dramatically from the original input segments. Note that in Section 4.2.5 we

observed that the Song task is the second-lowest performing task, after Fist, and that Song is

often confused with the Count and Rotate tasks. Given this confusion and also that we are us-

ing a smaller CNN-TR than when evaluating our test performance, it is unsurprising that this

optimization process finds it more challenging to find an optimal input sequence that can be

differentiated from Count and Rotate with a high degree of confidence.

In Figure 4.31, we see trace plots of both the original input segments, shown in gray, and

our optimized input sequences, which are shown using the same color coding scheme as in

the previous section. In Figure 4.32, we see the PSDs, generated using Welch’s method with

ω = 1s, for both our original EEG segments, in the left column, as well as for our optimized

input sequences, shown in the right column. By examining these figures concurrently, we are

able to gain thorough insights into the changes that our optimization routine has made to the

original inputs segments in both the time and frequency domains.

In Figure 4.31a, Figure 4.32a and Figure 4.32b, we can see that our optimization procedure

for the Count task has dramatically increased the amount of γ activity across a number of chan-

nels, especially in channel C3 and the other channels over the central and occipital regions.

Recall that γ activity in the frontal and central regions may be associated with speech produc-

tion, which is likely involved in the Count task to some degree. Note that we have seen relatively

high levels of γ activity associated with the Count task across subjects and our previous analysis

of LDA for Subject-1 showed somewhat elevated power associated with mid-range γ in chan-

nel C3. It is also valuable to note that this network does utilize transfer learning and it is also

possible that this particularly high level of γ activity learned for channel C3 may partially be

explained by residual effects learned from other participants. There is also a notable increase in

δ (0.5 – 4Hz) power in channel F3 and in α power over the parietal region, which roughly aligns

with our previous observations from the PSDs and LDA weights for Subject-1.
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(a) Optimized input segment for Count.
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(b) Optimized input segment for Fist.
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(c) Optimized input segment for Rotate.
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(d) Optimized input segment for Song.

Figure 4.31: Optimized input sequences, shown in the same colors as in the previous section, superim-
posed over the actual EEG segments, before optimization, shown in grey. (a) For the Count task, there is
a noticeable increase in γ activity across channels and especially in C3, C4 and O2. There are also notice-
able increases α and slow moving frequencies in the frontal and parietal channels. (b) For the Fist task,
the optimized sequence is not dramatically changed from the input sequence; although there are notice-
able increases in γ across all channels. (c) For the Rotate task, there appear to be considerable increases
in β and γ rhythms across all channels. (d) For the Song task, there again appear to be increases in β and
γ rhythms but to a lesser degree than for Rotate. Notice the significant departure from the original input
segment around 0.6s where there appears to be a small ocular artifact.
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(a) PSD for actual Count segment.
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(b) PSD for optimized Count segment.
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(c) PSD for actual Fist segment.
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(d) PSD for optimized Fist segment.
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(e) PSD for actual Rotate segment.
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(f ) PSD for optimized Rotate segment.
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(g) PSD for actual Song segment.
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(h) PSD for optimized Song segment.

Figure 4.32: PSDs of the actual input segments (left column) and optimized input sequences (right col-
umn) for each task. (a-b) For the Count task, the optimization process has increased δ power in F3 and
α power in P3 and P4. β and γ power is also increased across all channels and especially in C3. (c-d)
For the Fist task, δ and β power are increased in channel F3. Low α is increased in C3 and γ power is in-
creased across all channels. (e-f) For the Rotate task, δ power is increased in C3 andα power is increased
in several frontal, central and parietal channels. β power is considerably decreased in F3 and γ power
is increased considerably across all channels. (g-h) α power is moderately increased across all channels
except for O1 and F4 and γ is moderately increased across all channels.

In Figure 4.31b, Figure 4.32c and Figure 4.32d, we see a modest increase in β activity in

channel F3 and a corresponding decrease in β in all other channels following optimization for

the Fist task. Note that this may correspond to the β rhythm desynchronization that is often

seen during motor imagery tasks but it is somewhat surprising that it is entirely in F3 rather

than the other central and parietal channels. Note that there is also an increase in δ activity

in F3 which does not directly correspond to our previous analysis of LDA for Subject-1. Again,

this may be partially explained by the residual effects transfer learning. In other words, these

changes in channel F3 may be reliable indicators of the Fist task across subjects, rather than for

Subject-1 alone. Also notice that we again see increased γ activity across all channels following

optimization, despite the fact that γ activity has generally not been associated with the Fist task

in our previous analyses of PSDs and LDA. This may, however, align with our observations when

analyzing the frequency responses of the convolutional units of our TDNNs, where we noted an

increased reliance on γ in several sites. The fact that γ activity appears to be an indicator for
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the Fist task in this case may offer further evidence that our CNNs are able to leverage patterns

in the γ band that are not easily captured by PSDs, e.g., short-term nonstationary patterns or

multivariate phase relationships.

In Figure 4.31c, Figure 4.32e and Figure 4.32f, we see that our optimization procedure has

made considerable changes to the original signals for the Rotate task. First, notice that there

is an increase in δ power in the C3 and in α power across several frontal, central and parietal

channels. Note that in our previous analysis of LDA weights for Subject-1, we did see an in-

crease in α power in the frontal region but not in the parietal region and we did not observe an

increase in δ in C3. Our analysis of the weights for Subject-5 does, however, align with these

observations. Again, these patterns may be general indicators for the Rotate task that are reli-

able across participants. Our optimization process has also introduced considerable increases

in γ activity across all channels. Similar to our observation about γ for the Fist task, this change

does not appear to align with our previous observations about PSDs for the Rotate task.

In Figure 4.31d, Figure 4.32g and Figure 4.32h, we see that our optimization procedure for

the Song task has resulted modest increases in α power across multiple sites and, again, in-

creases in γ activity across all channels. Note that these changes in α and, to some degree, γ

do align with our observations about averaged PSDs and the LDA weights for Subject-1. Also

notice that our optimization algorithm made significant changes to the original signal between

0.5–0.75 seconds, which may be an attempt to correct a small ocular artifact.

Overall, these observations about the optimized input sequences learned by our networks

leads us to two primary conclusions. First of all, it appears that many of the patterns that our

optimization process learns to emphasize appear to be broadly associated with each mental

task across subjects instead of being focused solely on Subject-1. This suggests that our transfer

learning process plays an important role in establishing the types of patterns that our networks

learn to utilize. Second, our optimization algorithm tends to increase γ activity across a wide

range of channels for nearly all tasks. This may provide evidence that γ activity is more impor-

tant for our CNNs than for our PSD-based approaches. This may be a result of the ability of
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CNNs to utilize patterns that PSDs are unable to leverage. It is important to note, however, that

this may also potentially result from our optimization algorithm learning to produce unrealis-

tic patterns. Since our networks have certainly not been exposed to all possible patterns found

in EEG signals, it is possible that our optimization algorithm has learned to take advantage of

shortcomings in our networks by exploiting patterns for which our networks do not generalize

well. Further experiments are likely necessary in order to conclusively answer these questions,

as will be discussed in Section 5.2.

Network Activations for Optimized Input Sequences

In Figure 4.33, we see a plot similar to Figure 4.29 that shows the layer-wise activations pro-

duced by passing our optimized signals through our small CNN-TR network. In Figure 4.33a,

we again see the our activations primarily falls on the linear regions of our transfer function;

although to a slightly lesser degree than with our original inputs and, again, with the exception

of h1
6. Notice that the increased γ activity in our optimized Count and Rotate segments is now

clearly visible across all units, especially for the Count task. α and γ rhythms for the Count and

Rotate tasks appear to be associated with very nonlinear responses generated by h1
6 while the

other tasks have little influence on this unit. The ocular artifact in the Count task is again largely

isolated to h1
4 andα rhythms associated with the Rotate task appear to be highly correlated with

the activations produced by h1
1 and h1

2. The Fist task appears to be associated with lower am-

plitude activations overall and the Song task appears to be associated with α rhythms in the

activations produced by a number of units. These observations support our previous claim that

the first layer of our CNNs largely performs linear spatiotemporal filtering that begins to isolate

various signal components.

In Figure 4.33b, we see increasingly nonlinear behavior in the activations produced by all

units as well as some degree of specialization for several units. For example, h2
1 and h2

2 generate

strong responses in the γ band for the Count task while h2
3 generates α rhythms for the Count

and Song tasks. Also, h2
4 generates relatively slow moving responses for the Count and Song

tasks and h2
5 and h2

6 generate δ and α rhythms for the Rotate and Song tasks.
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(a) Layer 1 activations.
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(b) Layer 2 activations.
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(c) Layer 3 activations.
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(d) Layer 4 activations.
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(e) Layer 5 estimated class membership probabilities at each timestep.

Figure 4.33: Activations produced at each layer by our small CNN-TR for Subject-1 when processing our
optimized input sequences. (a) The first layer continues to act primarily as a bank of linear filters, with
only h1

6 show significant nonlinear activity. Notice the high levels of γ activity for the Count task and α

activity for the Rotate task and the isolation of the ocular artifact in h1
4. (b) The second layer shows in-

creasingly nonlinear behavior and specialization. Notice, for example, that h2
1 and h2

2 respond primarily
to high frequency patterns for Count while h2

6 responds primarily to the Rotate task. (c) In the third layer,
after pooling, the activations begin to move more slowly and continue to show increasing specialization.
Notice the clear separation across all tasks in h3

4. (d) The activations in the fourth layer contain very little
high frequency information and again show specialization and nonlinear behavior. (e) The output of the
readout layer shows the predicted class membership probabilities at each timestep. Notice that we have
perfect classification for all timesteps; although the probabilities are often considerably less than one for
the Song and Fist tasks.

In Figure 4.33c, following our change of scale from pooling, we again see a transition to

slower frequency activations and additional specialization of the units. For example, the activa-

tions produced by h3
4 are almost completely separated for all four tasks. h3

1 appears to respond

primarily to the Count task, h3
2 and h3

3 respond primarily to the Count and Song tasks. h3
7 re-

sponds intermittently to the Song task and h3
8 responds strongly to the Rotate task.

In Figure 4.33d, we see that the activations produced by our final layer now contain very

little high frequency information and even more specialization for each task. Notice that h4
1
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responds almost exclusively to Count and Song and h4
2 completely isolates Count. Also, h4

4 sep-

arates Count and Song from Fist and Rotate while h4
5 separates Song and Rotate from Count

and Fist. h4
6 separates four tasks across the amplitude of its responses and h4

7 and h4
8 respond

intermittently to the Song task.

In Figure 4.33e, we see the final estimated class membership probabilities for each task

across all timesteps. Notice that our optimization algorithm was able to achieve the highest

class membership probabilities for the correct label at all timesteps for all classes. It it worth

noting, however, that while the Count and Rotate tasks achieve estimated probabilities near

one across all timesteps, the probabilities for the Fist task are closer to 0.65 and for the Song

task are closer to 0.5. As we have previously discussed, this appears to be related to the fact

that these tasks tend to be classified with a lower degree of success in general and, as a result,

our ALOPEX optimizer was unable to find input sequences that achieve predicted probabilities

near one for these tasks.

This examination of the network activations produced when processing optimized input

sequences has lead us to several valuable observations. First of all, this experiment aligns with

our previous experiments where we have seen that the initial layers of our networks act primar-

ily as linear spatiotemporal filters. Subsequent layers tend to have increasingly nonlinear be-

havior with some units appearing to produce nearly binary switching dynamics in response to

some types of patterns. We have also seen that our optimized input sequences and their corre-

sponding network activations tend to have relatively large amount of high-frequency informa-

tion. This provides evidence that high frequency information, including γ rhythms, is viewed

with relative importance by our networks and can be highly informative when attempting to

discriminate between tasks. The precise role of high-frequency information in EEG signals re-

mains somewhat unclear, however, and future experiments are required in order to fully under-

stand this topic. We have also observed that high-frequency information tends to be gradually

transformed into slower moving activations as the signals progress through the layers of our

networks. As noted in our previous analyses, our networks appear to be migrating information

183



from shorter time scales in the input signals to longer time scales that that are more useful for

assigning class labels across the duration of the segment. This provides evidence that our net-

works are learning at multiple time scales and partially explains why pooling is beneficial. We

have also noticed that many artificial neurons become highly specialized and produce activa-

tions primarily for a small number of mental tasks, especially in the later layers of the network.

This demonstrates that our proposed CNNs are, indeed, learning hierarchical and multiscale

representations with increasing specialization and decreasing granularity across the layers of

the network.
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Chapter 5

Conclusions

Now that we have completed the presentation of our methods, results and analyses, we will

provide a high-level summary and discussion of our key results and contributions. We will begin

by reiterating our case for using CNNs in asynchronous BCIs and by summarizing our findings

about how these networks should be designed in order to achieve good performance. We will

then discuss our experimental results, at a high level, along with the primary conclusions that

can be drawn from these experiments. We will then offer some potential directions for future

research that might explore remaining open questions. Finally, we will offer some concluding

remarks about the potential of this research and the future of asynchronous BCIs.

5.1 Discussion and Summary

The ability to reliably and quickly classify EEG signals that are spontaneously produced dur-

ing various mental tasks may enable the development of asynchronous BCIs that can be con-

trolled in a fluid, self-paced manner in the absence of external stimuli. These types of BCIs

would have valuable applications in assistive technologies and might, eventually, be used in

other types of human-computer interfaces. Current approaches for classifying these types of

EEG signals have not, however, achieved the levels of performance that are required for many

practical applications. We assert that a primary obstacle for current approaches is their reliance

on signal representations and feature extraction procedures that require strict prior assump-

tions and have a limited ability to capture some types of patterns. For instance, we demon-

strated in Section 2.1.1 that Power-Spectral Densities (PSDs) are unable to capture phase dif-

ferences across multiple channels, they are unable to capture the ordering of short-term events

and they are poorly suited for modeling patterns that are nonstationary. Similarly, common-

spatial patterns may fail to differentiate between relatively simple patterns unless the signals

are filtered to lie within very narrow frequency bands. Common-Spatial Patterns (CSP) is also
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not able to model patterns that are nonlinear or nonstationary over time. Given that multivari-

ate phase differences and patterns that are nonlinear, transient and nonstationary are known to

exist in EEG signals, it appears that these approaches are less-than-ideal for solving this classi-

fication task. It is also important to note that there are many aspects of EEG signals that are not

yet fully understood and that any prior assumptions about the nature of these signals should

be avoided to the greatest extent possible in order to prevent us from failing to identify and

leverage patterns that have not yet been discovered or fully characterized.

Deep artificial neural networks may offer solutions to these problems because they can be

designed to be generic and rely on few prior assumptions about the nature of their inputs. In-

deed, biologically inspired artificial neural networks that operate on raw data with minimal

preprocessing and feature engineering are now among the best-performing machine learning

approaches in numerous domains. In particular, multilayer convolutional neural networks are

capable of automatically forming hierarchical, nonlinear, shift-invariant and multiscale rep-

resentations of their inputs. Although CNNs have been successfully applied to a number of

important problems, there has not, until now, been an in-depth exploration of using CNNs for

classifying EEG signals in asynchronous BCIs. In order to address this gap in current research,

we have set out to explore the use of CNNs for classifying EEG signals recorded during mental

tasks that are not time-locked and with a specific focus on potential applications in assistive

technologies.

The dataset that we have used to explore this potential application of CNNs was collected by

our research group using a portable, eight-channel EEG system, as described in Section 3.5.3.

Fourteen subjects participated in this study, ten of which had no motor impairments with EEG

recording taking place in a laboratory while the remaining four had motor impairments and

recording took place in their homes. Each of these participants performed four imagined men-

tal tasks: silently count backward from 100 by threes, imagine making a left-handed fist, visu-

alize a rotating cube and silently sing a favorite song. Each task was performed for five trials

each lasting ten seconds, which we believe to be a reasonable calibration period for a BCI sys-
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tem. This dataset was collected with the intent of accurately representing the kinds of data that

might be used in real-world BCIs, i.e., minimal training data, portable hardware, users in a tar-

get demographic and realistic operating conditions. Such a dataset was not previously available

for mental-task BCIs and we have now made this data publicly accessible.21

In order to compare our proposed methods with current approaches, we have established

three baseline classifiers that closely resemble methods used in other research studies. These

baseline approaches utilize Welch’s method to compute smoothed PSDs followed by the appli-

cation of a relatively standard classification algorithm. We have selected three algorithms for

this purpose that cover a range of model complexities, varying from linear discriminant anal-

ysis to quadratic discriminant analysis to fully connected, two-layer artificial neural networks.

During our analysis of the hyper-parameters involved in these approaches, in Section 4.1.1, and

their final test results, in Section 4.2.1, we have found that these classifiers tend to be suscep-

tible to overfitting. The nonlinear QDA and ANN-based approaches often overfit the data even

when combined with large amounts of smoothing and regularization. Due to this propensity for

overfitting, simple linear classifiers generally outperform nonlinear methods in this setting and,

as a result, we use the performance of our LDA-based classifiers as our primary benchmark.

The design of our CNN architectures was guided by the seven challenges associated with

classifying these types of EEG signals that we identified in Section 1.1: achieving time invari-

ance, capturing nonlinear and multiscale spatiotemporal patterns, handling noise and under-

sampling, high dimensionality, interpretation of the models and near real-time computational

performance. Over the course of Chapter 3, we described several variants of the CNN archi-

tecture that we have specifically designed to address these challenges. These networks uti-

lize single-axis convolution, label aggregation readout layers, average pooling, optimization

with scaled conjugate gradients and transfer learning, which will be reviewed in detail shortly.

We also introduced our open-source CEBL3 software package for performing BCI experiments,

21https://www.cs.colostate.edu/eeg/main/data/
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which is freely available for download under an open-source license.22 This software package

includes implementations of these networks as well as the other core functionality used in our

experiments.

In previous research, we have explored the use of single-layer time-delay neural networks

(TDNNs) for classifying EEG signals. As we described in Section 3.2.2, it turns out that the time-

delay embedding operation used in these networks is equivalent to performing a convolution

over time with dense connectivity across channels, provided that our class labels are properly

aligned. Performing convolutions across time allows us to achieve time invariance, which is

essential because our signals are not time locked. Fixed connectivity across channels ensures

that different spatial patterns have distinct representations while also keeping our networks

relatively small and simple. Note that it is also not straightforward to perform convolutions

over the nonplanar surface of the scalp and that EEG signals also do not typically have enough

channels to justify the use of spatial convolutions. When used in combination with nonlinear

transfer functions, these networks are capable of modeling nonlinear and nonstationary pat-

terns, provided that the width of the convolutional kernel is sufficiently large. We have also

demonstrated that this type of convolutional unit can be viewed as a learned, nonlinear and

multivariate Finite Impulse-Response (FIR) filter. This allows us to perform some interpretation

of the patterns that these networks learn to leverage by using the Fourier transform to extract

the frequency response of these filters. These frequency responses provide a relative measure

of importance and an indicator of nonlinear behavior across the frequency spectrum.

We have also proposed the use of label aggregation readout layers instead of fully connected

readout layers. In this approach, a linear layer is used to assign class labels at each time step

of the signal. A full segment of the signal can then be assigned a class label by summing the

log likelihoods of these predictions over time. This is in contrast to fully connected readout

layers, which have dense connectivity across all timesteps of the input segment. The use of

label aggregation readout layers allows us to keep the number of free parameters in our net-

22https://github.com/idfah/cebl
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works low, which helps to make our classifiers more robust to noise, undersampling and high

dimensionality. As we have shown in Section 4.1.3, networks with fully connected readout layers

have many connections across time if they do not incorporate pooling and have many connec-

tions in the convolutional layers if many layers with pooling are stacked together. Our model

selection experiments in Section 4.1.3 and our final test results in Section 4.2.2, demonstrate

that networks with fully connected readout layers suffer from catastrophic overfitting due to

this large number of free parameters and because we have a relatively small amount of noisy

and high-dimensional training data. Label aggregation readout layers, on the other hand, only

have connections to the outputs of the convolutional units, and not across all timesteps, which

greatly reduces the number of free parameters. Although this design limits the ability of our net-

works to capture information across a full EEG segment, it appears that these networks are able

to learn sufficient temporal information through the local receptive fields of the convolutional

units and by aggregating information over the course of time.

Label aggregation readout layers can also be used with arbitrary or variable length input

segments. Evidence accumulation strategies could, potentially, be employed to assign class la-

bels only after the system has established a high degree of confidence in the user’s intent. In

other words, label aggregation readout layers provide a great deal of flexibility when designing

BCI applications and attempting to achieve the best possible user experience. Label aggrega-

tion readout layers also allow for easier interpretation than fully connected layers because they

produce a predicted class membership probability for each timestep. This allows us to directly

correlate a network’s predictions with a window of time in the input signal.

Another approach that we have used for improving the performance of our CNNs is to in-

corporate transfer learning across multiple subjects. In this approach, a network is first ini-

tialized by performing a number of training iterations over the combined training data for all

subjects, except for the subject at hand. The network is then fine-tuned by applying a number

of additional training iterations using only the data for the subject of interest. This allows our

networks to effectively utilize additional training data, provided that there are common pat-
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terns in the EEG signals across multiple subjects. In our analysis of PSDs in Section 4.3.1 and

Section 4.3.2, which will be discussed shortly, we have found that these EEG signals contain

both patterns that are common across multiple subjects as well as patterns that are specific to

individuals. For example, we have found that there tends to be an increase in γ activity for the

Song task on average but that there are also considerable differences in the spatial layout of

these rhythms between Subject-1 and Subject-5. This notion that there are both common and

individual patterns in these signals supports the use of our transfer learning approach because

it is able to first identify common patterns and then allow for fine-tuning toward the unique as-

pects of the signals for each individual and, potentially, for the same individual across multiple

BCI calibration sessions.

In Section 4.1, we explored the benefit of stacking multiple layers together to form deep

networks. These experiments demonstrated that when using CNNs with label aggregation and

narrow, three-timestep, convolutional kernels, stacking multiple convolutional layers improves

validation performance up to about three or four layers. Although the introduction of pool-

ing did not lead to a clear improvement in performance, networks that included pooling did

tend to achieve results that were at least as good while using fewer convolutional units. As de-

scribed in Section 3.3 and Section 3.4.2, stacking convolutional layers and incorporating pool-

ing increases the duration of the impulse response and, therefore, the potential memory capac-

ity of the network. This suggests that our networks with pooling tend to rely more heavily on

longer-term temporal information rather than requiring more artificial neurons to more care-

fully model spatial patterns. Stacking convolutional layers also permits the convolutional units

in our networks to achieve increasingly fine-grained filtering characteristics and encourages

our networks to learn hierarchical and multiscale representations of the input signals. Since a

network with multiple convolutional layers also has a higher ratio of applications of our non-

linear transfer function to the total number of parameters in the network, it may also be able to

model highly nonlinear patterns while requiring relatively few free parameters.
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In Section 4.2.2 we provided an in-depth comparison of the test performance of both single-

layer TDNNs and multilayer CNNs. These results demonstrated that there is actually not an im-

provement in test classification accuracy for CNNs with stacked convolutional layers that have

narrow convolutional kernels relative to single-layer TDNNs with wider convolutional kernels,

unless transfer learning is incorporated into our training procedure. This suggests that the ad-

ditional training data provided by transfer learning is required in order for our networks to take

full advantage of the benefits provided by stacking multiple convolutional layers. This can be

explained by the fact that multilayer networks are more susceptible to vanishing gradients and

by the increasingly complex behavior of the network’s activations as they pass through mul-

tiple layers and applications of the pooling and transfer functions. Note that our multilayer

CNNs with transfer learning also outperform single-layer TDNNs with transfer learning and

that TDNNs achieve only a minor benefit from the introduction of transfer learning. These ob-

servations support our claim that multilayer networks are advantageous over single layer net-

works, provided that they are exposed to enough information during the training procedure.

This also supports our claim that transfer learning is an effective method for improving perfor-

mance by exposing our networks to additional training data, but only for multilayer networks.

When analyzing the final test performance for all of our methods in Section 4.2.2, we have

found that our CNN-TR networks, which include stacked convolutional layers and transfer

learning, achieve a mean test classification accuracy of 57.86%, which is 8.57% higher than the

49.29% achieved by our baseline classifiers that use PSDs with LDA. This difference in mean

performance is statistically significant (p = 0.04) when we do not correct for multiple compar-

isons; however, it fails to be significant when we correct for multiple comparisons across all of

the methods that we have explored (p = 0.74). It is valuable to note, however, that this correc-

tion for multiple comparisons is across all eight of our baseline and proposed methods, despite

the fact that our model selection experiments, which used only the validation performance for

the first five participants, clearly directed us toward using LDA and CNN-TR. Given the signif-

icance of our direct comparison between CNN-TR and LDA along with the fact that our CNNs
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outperform LDA for the vast majority of participants, some of which achieved performance

improvements as high as 40%, we believe that there is convincing evidence that our proposed

CNNs offer a considerable performance benefit over our baseline methods.

We have also observed test classification accuracies as high as 90% for two individuals when

using CNN-TR, which is 10–20% higher than with LDA, while several other individuals achieved

near the expected random of 25% across all methods. This suggests that CNN-TRs may yield

more benefit for some individuals or circumstances and also that some of these participants

would likely not have been able to attain control of a BCI. Several other studies have similarly

noted that some individuals were unable to control various types of BCIs [133]. During our

examination of aggregate PSDs in Section 4.3.1, we noted that many of the low-performing in-

dividuals in our dataset have either high levels of erratic peaks in γ power, which may indicate

poor signal quality or contamination from muscle movement, or else unusually low power in

theα band, which might be related to a lack of internal focus or attention [137,138]. These phe-

nomenon were especially prevalent among the individuals with motor impairments in their

homes; although it is difficult to conclude that this is typical given our small number of subjects

with impairments. Further experiments with larger sample sizes would be valuable for estab-

lishing the relationships between α rhythms versus BCI performance as well as the differences

in EEG signals between individuals with and without various types of motor impairments.

We also compared our test results with several external studies in terms of information

transfer rates in Section 4.2.3. Information transfer rate, which is defined in Section 3.5.4, is

a metric that is commonly used to compare results across different BCI studies because it in-

corporates the number of classes and the rate at which decisions are made in addition to classi-

fication accuracy. We have noted, however, that information transfer rate is an imperfect metric

because it does not account for how classification accuracy changes as decision rates are var-

ied. Nevertheless, information transfer rate does provide some useful insights into the relative

performance of methods with different experimental designs. The mean information transfer

rate achieved by our CNN-TRs is 15.82 bits-per-minute (bpm) with some individuals achiev-
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ing information transfer rates as high as 41.18 bpm. These results compare favorably with our

calculation of mean information transfer rates achieved by other studies, which range from

8.96–19.30 bpm, despite the fact that these studies typically use more training data and artifact

rejection algorithms and do not involve participants with motor impairments in realistic envi-

ronments [33, 34, 52, 73]. Note that our baseline classifiers achieve a mean information transfer

rate of 9.35 bpm, which is slightly higher than the information transfer rates achieved by Keirn

and Aunon when using a similar method [33]. This supports our claim that our baseline meth-

ods are representative of other approaches that use PSDs. The highest information transfer

rates among the studies that we have reviewed were achieved in the recent work by Lawhern,

et al., who also used a variant of the CNN architecture [52]. Although our comparisons with ex-

ternal studies are somewhat cursory, these comparisons do provide evidence that our methods

are at least on par with the state of the art and also that CNNs are advantageous relative to other

current approaches.

In Section 4.2.4, we also analyzed the tradeoff between accuracy and responsiveness for

both LDA and CNN-TR by examining the performance of these methods across a range of deci-

sions rates. We believe that it is important to examine how performance changes as the decision

rate is varied for any classification approach that might be used in BCIs. This is because clas-

sification accuracy may not, and in this case does not, vary linearly as the decision rate of the

classifier changes. In this setting, neither classification accuracy nor information transfer rate

can be fairly compared across experimental paradigms or applications with different decision

rates, unless this full performance curve is examined. The results of these experiments demon-

strate that CNN-TR achieves both higher classification accuracies with slow decision rates as

well as higher information transfer rates as decision rates approach continuous control. Note

that with decisions made every 1
8 of a second, LDA achieves a mean ITR of 26.27 bpm while

CNN-TR achieves over 55.22 bpm. With decisions made every 10 seconds, on the other hand,

LDA achieves a mean classification accuracy of 57.41% while CNN-TR achieves 71.43%. These

experiments support our claim that CNN-TR is especially well suited for BCI applications that

193



require near continuous control while also demonstrating that CNN-TRs achieve better perfor-

mance for applications that require slower but more reliable control.

We also carefully examined the performance attained by each of our four mental tasks when

using LDA, TDNNs and CNN-TRs in Section 4.2.5. These results show that the Count task gen-

erally outperforms the other tasks while the Fist task is, on average, the worst performing task

and Rotate and Song are generally in between. This observation is notable because many cur-

rent asynchronous BCIs focus primarily on motor imagery, yet we have found, at least for this

dataset, that the Fist task performs poorly relative to the other three tasks. This supports our

claim that the more generic mental-task paradigm may be more flexible and better-suited for

use in assistive technology. During our interactions with participants that have motor impair-

ments, we have also, informally, found that many of these participants prefer non-motor tasks,

partially because they have a limited ability or inability to perform the actual corresponding

motor task. This observation aligns with the work by Friedrich, et al., which suggest that BCI

users with motor impairments often prefer and achieve better performance with non-motor

imagery tasks [37]. It is also valuable to note that the Count task appears to achieve the greatest

performance benefit from using TDNNs and CNN-TRs instead of LDA. This suggests that the

Count task may elicit patterns that are nonlinear, involve multivariate phase differences or are

otherwise challenging for PSDs or LDA to represent. The Rotate and Song tasks achieve little, if

any, benefit from using TDNNs over LDA but achieve a modest benefit from the introduction of

multiple layers and transfer learning. This may suggest that these tasks share common aspects

across individuals or that the patterns elicited by these tasks naturally lend themselves to hier-

archical, multiscale representations. With respect to task confusion, we have seen that the Fist

task is often confused with Count and that Song is often confused with Rotate. Given the con-

fusion of these tasks along with the relatively high performance of the Count task and the low

performance of the Fist task, we recommend that potential BCI users and future experiments

might attempt swapping the Fist or Song tasks for an alternate task while generally using the

Count and Rotate tasks unless they are clearly not working for a given individual.
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In addition to examining the performance of our classifiers, we have also performed a num-

ber of experiments in Section 4.3 that aim to analyze the types of patterns contained in these

EEG signals and how our baseline and proposed methods learn to leverage these patterns for

classification. One of the initial methods that we have used for exploring these EEG signals

is to examine PSDs that are averaged across participants and channels for each mental task.

Since PSDs represent the power contained in the signals across the frequency spectrum, this

approach allows us to easily visualize the relative power for the various rhythms contained in

these EEG signals. Although our sample size, i.e., the number of subjects, is not large enough

to draw statistically significant conclusions about how the power content of EEG signals varies

across a wider population users, these experiments do provide valuable insights into how these

signals tend to vary across the individuals in our dataset. These experiments also provide cor-

roborating evidence for some of the observations that we and other research groups have made

about how EEG signals tend to vary across these mental tasks.

This analysis of aggregate PSDs has shown that there tends to be considerable differences in

the peaks and precise frequencies of the dominant α rhythms for each of our four mental tasks.

This suggests that α rhythms are likely important for discriminating between these tasks. We

have also observed a relative decrease in β and low frequency α rhythms during the Fist task,

which aligns with the expected response for motor imagery [27, 29, 30]. We have also observed

that there tends to be a broad increase in γ activity during both the Count and Song tasks rel-

ative to the Fist and Rotate tasks. Although it is often difficult to distinguish between neural

and muscular sources of γ-band activity, the relative increase in γ power for these tasks does

appear to be consistent and we have observed little evidence of contamination from muscle

movement. We have also noted that our classifiers do not have a particularly high rate of con-

fusion between the Fist-Rotate and Count-Song task pairs, despite the similarity in γ power for

these tasks. This suggests that other information is being utilized for classification, which likely

includes differences inα and β power and the spatial layout of these patterns. In the case of our
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CNNs, it is also possible that nonlinear or multivariate phase information in the γ band might

be leveraged, which is examined in our analysis of the patterns leveraged by our CNNs.

In addition to visualizing PSDs that are averaged across individuals and channels, we have

also examined the standardized, log-transformed PSDs for two individuals, Subject-1 and Sub-

ject-5, along side the weights learned by our LDA classifiers. This exploration has lead us to

several valuable observations. First of all, we have noted that for Subject-1 there is an increase

in γ power over the frontal lobes of the brain during the Count task, which might be linked to

the speech production and rehearsal component of this task. We have noted, however, that the

increase in γ power is less pronounced during the Song task for Subject-1 and Subject-5 and

that these high levels of γ power for the Count task occur over nearly all regions of the brain for

Subject-5. In any case, our LDA classifiers have only modestly high weights associated with this

γ activity, which suggests that our baseline methods do not place an especially high level of im-

portance on power in the γ band. We have also seen for both Subject-1 and Subject-5 that there

tends to be relatively high levels of α power over the frontal and parietal lobes but not over the

occipital lobes during the Rotate task. We believe that this α synchronization across the frontal

and central lobes of the brain indicate that activity is being broadly suppressed in these areas

whileα desynchronization in the in the occipital lobes may be an indicator of increased activity

corresponding to the processing of visual information. We have also seen relatively low power

in the α and β bands over the frontal, central and parietal regions for the Fist task, which cor-

responds to the typical desynchronization that occurs during motor imagery. For both the Fist

and Rotate tasks, our LDA classifiers do have relatively high weights associated withα-band ac-

tivity but over different regions of the brain. This explains why our classifiers have a relatively

low rate of confusion for these tasks, despite their apparent similarity in PSDs averaged across

subjects and channels.

Examining the weights of convolutional networks is more challenging than examining the

weights of our LDA classifiers due to the fact that a convolutional unit has a local receptive field

that slides across time rather than direct connectivity to input features. CNNs also exhibit non-
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linear behavior and mapping the magnitudes of weight connections backward through multi-

ple convolutional layers is extremely challenging since there is no enforced spatial layout after

the first layer. As we have previously discussed, however, it is possible to view our convolu-

tional units as FIR filters and extract the frequency and phase responses of these filters, before

the application of the nonlinear transfer function, using the Fourier transform. In Section 4.3.3,

we performed such an analysis for a single-layer TDNN trained over the data for Subject-1.

Although this approach does not allow us to associate specific weights with different mental

tasks, this experiment has provided us with several valuable insights into the frequency bands

that this network has learned to view as important. In particular, we have observed that these

convolutional layers tend to focus on frequencies in the α and β bands. The degree of amplifi-

cation introduced by these FIR filters also suggests some degree of nonlinear behavior is often

associated with these frequency bands. We have also noted that some of the convolutional

units in this network focus heavily on information in the γ band. This focus on information in

the γ band is somewhat contrary to our observation that our LDA classifiers rarely associated

large weights with γ power. We have also noted that the phase response of these FIR filters is

very nonlinear across the frequency spectrum. This is in contrast to near-ideal FIR bandpass

filters, which introduce a nearly linear phase shift. This implies that our networks are likely in-

corporating information related to phase or that they are learning to filter multiple frequencies

simultaneously. This provides some supporting evidence that phase information and sophisti-

cated spatiotemporal relationships may be valuable for classification.

Although our exploration of convolutional layers as FIR filters was informative, it did not

allow us to explore the response of our networks to each mental task or to explore multilayer

networks and it did not provide us with a complete understanding of how our networks are

processing information. In order to explore these topics further, we have analyzed the activa-

tions produced by each layer of a reduced-size multilayer CNN-TR for Subject-1 in Section 4.3.4.

These experiments allowed us to make a number of important observations. First of all, we

noted that the activations produced by the first layer of our networks tend to fall near the lin-
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ear region of our transfer function, which suggests that the first layer primarily acts as a linear

filter. In subsequent layers, we see increasingly nonlinear behavior, with some artificial neu-

rons producing nearly binary responses. Many of these neurons also appear to have relatively

high bias values, which allows them to act similar to switches that produce an activation in re-

sponse to a particular combination of inputs and to produce a constant activation otherwise.

In this way, the convolutional layers of our networks are also able to respond in increasingly

specialized ways to particular inputs that tend to be associated with a given mental task. We

have also observed that the activations produced by the later layers of these networks tend to

contain primarily low frequency oscillations while the activations produced by earlier layers

contain both low and high frequency oscillations. This suggests that our networks tend to mi-

grate information from high-frequency, short-term time scales to slower-moving, longer-term

time scales. This makes intuitive sense because our networks are optimized to produce correct

labels across as many timesteps as possible. In other words, if our networks identify a pattern

at a short time scale that is indicative of a given class, the network can stretch this response out

over time in order to produce a correct class label for as long as it’s impulse response allows.

Combined, these observations demonstrate that our networks are, in fact, learning to model

our signals in a nonlinear and hierarchical way with increasing granularity and across multiple

time scales.

In our final series of analysis experiments, we used optimization to find artificial input se-

quences for our reduced-size CNN-TR for Subject-1 that produce high estimated class member-

ship probabilities for each class. In other words, we generated artificial signals that are nearly

optimal for each class from the perspective of a trained CNN-TR. In order to achieve this, we

first seeded our optimization procedure with the best-performing EEG segment for each class

in the test partition, and then used the ALOPEX optimization algorithm to maximize the sum

of the estimated class membership likelihoods across all timesteps for the corresponding class

label. In addition to the fact that ALOPEX is gradient-free, which allows us to easily perform

optimization through our initial bandpass step, ALOPEX was also originally designed for the
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purpose of mapping the local receptive fields of biological neurons, which seems appropriately

similar to this use case. In these experiments, we first analyzed the PSDs of our original seed

EEG segments along side the PSDs of our optimized input sequences for each class. From this

analysis, we were able to identify several frequency-domain patterns that our networks appear

to identify as important. For instance, our optimized sequences contained increased δ power

in over the frontal lobes and increased α power over the parietal lobes during the Count task

relative to the original unoptimized input segment. We also observed a considerable increase

in γ power across all tasks, but especially for the Count task. This increase in γ power in our op-

timized input sequences provides further evidence, in addition to our analysis of FIR filters, that

our CNNs place more importance on γ-band activity than our baseline approaches. This may

mean that the increased sophistication of these networks and their ability to model nonlinear

spatiotemporal patterns are required in order to successfully utilize γ-band activity. Of course,

these observations are certainly limited by the fact that they are only for a single subject and

also by the fact that these inputs are artificially generated. Although it is possible that these ar-

tificially generated input sequences do not fully generalize to the optimal patterns in actual EEG

signals, these results are generally consistent with our observations about PSDs and our other

analyses experiments. Overall, it does appear that this approach for finding optimal input se-

quences may be a valuable tool for analyzing the patterns that our networks tend to leverage

and for identifying patterns that are important for discriminating between mental tasks.

We have also examined the layerwise activations produced by this network when process-

ing our artificially generated input sequences. High-frequency information in the γ band is

extremely pronounced in these activations, especially for the Count and Rotate tasks in the first

two layers. Again, this provides supporting evidence that our networks have learned to utilize

high-frequency information for identifying these tasks. This analysis of layerwise activations

also affirms the conclusions drawn from our examination of the activations produced by our

networks when processing actual EEG segments. Namely, we see that the first layer acts pri-

marily as a linear filter with subsequent layers having increasingly nonlinear behavior and spe-
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cialization for each task and a gradual migration from shorter to longer-term time scales. These

effects are, however, more pronounced for our optimized input segments, which demonstrates

that these networks do, in fact, appear to be forming hierarchical, multiscale representations of

these EEG signals.

In this research, we have laid out a strong case for using multilayer convolutional neural net-

works for classifying EEG signals in asynchronous mental-task BCIs. We have shown that single-

axis convolutions across time combined with small networks, careful regularization and label

aggregation readout layers yields networks that outperform PSD-based approaches while also

providing a great deal of flexibility with respect to BCI application design. We have also shown

that multilayer networks combined with transfer learning offer a considerable performance im-

provement over single-layer networks and that these networks are able to learn hierarchical,

multiscale representations of EEG signals. These networks are also able to utilize some types of

patterns, including high frequency information, better than PSD-based approaches. Although

other research groups have, concurrently, begun to explore the use of CNNs for classifying EEG

signals, we are the first to provide an in-depth exploration of using CNNs with label aggregation

layers and, to our knowledge, we are the first to combine CNNs with transfer learning for clas-

sifying EEG signals in asynchronous BCIs. We have also provided several novel approaches for

analyzing the patterns that these networks learn to leverage, including analyzing the weights

of these networks as FIR filters and using optimization techniques to generate artificial input

sequences. Clearly, deep artificial neural networks have an important place in the future of

asynchronous BCIs and in the analysis of EEG signals.

5.2 Looking Forward

Despite the progress that we have made in this research, there are many remaining open

questions and engineering problems that must be solved in order to construct effective mental-

task BCIs and to further our understanding of EEG signals, the human brain and artificial neural

networks. We believe that the first step toward these goals should be to examine the perfor-
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mance of these classifiers in an interactive, real-time setting and over a prolonged period of

time. All of the components necessary to perform such experiments have been implemented

in CEBL3 and our research can easily be extended to examine how these methods perform in

an interactive setting. It is also important to determine the extent to which these methods are

valuable for use in practical assistive technologies. We believe that it is essential to focus on

real-world scenarios and people with disabilities and their actual needs and use cases. Along

these lines, further improvements must be made to user interfaces and BCI applications so that

real-world devices can be easily controlled using these technologies.

We have also noted that, at least in our dataset, the Count task tends to perform quite well

while the Fist task performs somewhat poorly. Although Friedrich, et al., have experimented

with a variety different mental tasks [36, 56], such research has not been conducted in combi-

nation with CNNs or in long-term interactive studies. It is possible that there may be consider-

able mutual adaptation, between both BCI users and machine learning models, when users are

allowed to choose the tasks that they perform and adapt the way they perform those tasks over

a long period of interactive use.

It is also important to improve reliability and accuracy in order for these methods to be

useful in many practical BCI applications. Intelligent evidence accumulation strategies that

prevent the system from taking an action until it is highly confident in the user’s intent appear

to have considerable potential for improving reliability, especially when combined with CNNs.

Applying transfer learning to extremely large EEG datasets might also improve accuracy. The

use of large datasets along with multilayer networks and transfer learning has recently played an

important role in improving the accuracy of machine learning models in a number of domains

[101–103]. When combined with increasingly powerful hardware vector processors, very large

EEG datasets may be extremely valuable for improving the accuracy of CNN-based classifiers.

This work has also created several new questions about the importance of various types of

patterns found in EEG signals. In particular, we have noted that our CNNs tend to place a higher

level of importance on high frequency information than PSD-based approaches. We have also
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observed that there tends to be relatively high power in the γ band during the Count and Song

tasks. We have also provided evidence that nonlinear patterns and phase relationships are valu-

able for classification. Further experimentation should be conducted in order to establish the

importance of high-frequency information, phase relationships and nonlinear patterns in EEG

signals. There are many things that we still do not know about EEG signals and it is impor-

tant that we continue to leverage methods from both data science and neuroscience in order to

discover and investigate new patterns found in these signals.

There have also been recent advances in constructing artificial inputs that may be useful for

both improving classification performance and also for analyzing the patterns leveraged by a

network, similar to the approach that we have proposed using ALOPEX. Specifically, Generative

Adversarial Networks (GANs) have become increasingly popular as a technique for generating

artificial inputs for deep networks [144]. Future research should examine the potential uses of

GANs in EEG signal classification and analysis.

Finally, it is possible that the convolutional units in these networks might be replaced with

recurrent units, i.e., artificial neurons that use feedback connections instead of convolutional

kernels to achieve memory [60–62]. While we have shown that convolutions can be viewed as

finite impulse-response filters, recurrent networks can be viewed as infinite impulse-response

filters. Such a configuration may have greatly increased memory capacity without requiring

more free parameters. It is also valuable to note that in the field of signal processing, infi-

nite impulse-response filters typically have better filtering characteristics with fewer param-

eters than finite impulse-response filters.

With these future research topics laid out, and some of this work already underway, it ap-

pears that there will be a number of innovations to come with respect to the application of deep

artificial neural networks to BCIs and EEG signal analysis. It seems extremely promising that

we will soon be able to construct asynchronous BCIs that are able to harness the power of the

brain to control human-computer interfaces and practical assistive technologies.
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Appendix A

Comparisons of Mean Test Classification Accuracies

Table A.1: Results of pairwise Wilcoxon tests for all classification approaches without correcting for mul-
tiple comparisons. Each cell shows the p-value resulting from performing a pairwise Wilcoxon test be-
tween the method on the left and on the top. Significant results, p < 0.05, and shown in bold and border-
line results, p < 0.1, are underlined.

LDA QDA ANN TDNN TDNN-TR CNN-FC CNN-LA

QDA 0.1997
ANN 0.3526 0.5048
TDNN 0.1209 0.0724 0.0422
TDNN-TR 0.0643 0.0408 0.0451 0.7596
CNN-FC 0.0106 0.0161 0.0117 0.0085 0.0117
CNN-LA 0.0627 0.0677 0.0637 1.0000 1.0000 0.0060
CNN-TR 0.0432 0.0322 0.0318 0.0330 0.2293 0.0070 0.2838

Table A.2: Results of pairwise Wilcoxon tests for all classification approaches with Holm’s correction for
multiple comparisons. Each cell shows the p-value resulting from performing a pairwise Wilcoxon test
with Holm’s correction between the method on the left and on the top. In this case, no results were
found to be significant or borderline significant. Note, however, that we have low statistical power given
our relatively small sample size and large number of methods to compare.

LDA QDA ANN TDNN TDNN-TR CNN-FC CNN-LA

QDA 1.00
ANN 1.00 1.00
TDNN 1.00 0.88 0.74
TDNN-TR 0.88 0.74 0.74 1.00
CNN-FC 0.27 0.36 0.28 0.22 0.28
CNN-LA 0.88 0.88 0.88 1.00 1.00 0.17
CNN-TR 0.74 0.67 0.67 0.67 1.00 0.19 1.00
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Appendix B

Layerwise Outputs for a Full-Sized CNN-TR.
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(b) Best performing segment for Fist.
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(c) Best performing segment for Rotate.
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Figure B.1: The best-performing EEG segments, i.e., highest sum of likelihoods, for each class for our
full-sized CNN-TR for Subject-1.
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(a) Layer 1 activations.
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(b) Layer 2 activations.
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(c) Layer 3 activations.
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(d) Layer 4 activations.
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(e) Layer 5 estimated class membership probabilities at each timestep.

Figure B.2: Activations produced at each layer by our full-sized CNN-TR, as described in Section 4.1.5,
for Subject-1. These plots confirm that our experiments with reduced-size CNN-TRs, in Section 4.3.4
are generally representative of the behavior seen for a full-sized networks. (a) The activations produced
by the first layer primarily lie in the linear region of the transfer function. (b) The activations produced
by the second layer show more nonlinear behavior. There is also clear evidence that the second layer is
performing filtering by frequency. For example, h2

16 contains primarily high-frequency information while
h2

1 contains lower frequency information. (c-d) The activations produced by the third layer, after pooling,
and the fourth layer show increasing specialization. The activations also tend to oscillate more slowly,
showing migration of information to slower time scales. (e) The final class membership probabilities are
more accurate than with our reduced-size networks. The ordering of the predicted probabilities roughly
aligns with the task confusions observed in Section 4.2.5.
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Appendix C

Creative Commons

Attribution-NonCommercial-NoDerivatives 4.0

International Public License

By exercising the Licensed Rights (defined below), You accept and agree to be bound by the

terms and conditions of this Creative Commons Attribution-NonCommercial-NoDerivatives

4.0 International Public License ("Public License"). To the extent this Public License may be

interpreted as a contract, You are granted the Licensed Rights in consideration of Your

acceptance of these terms and conditions, and the Licensor grants You such rights in

consideration of benefits the Licensor receives from making the Licensed Material available

under these terms and conditions.

Section 1 – Definitions.

a. Adapted Material means material subject to Copyright and Similar Rights that is derived

from or based upon the Licensed Material and in which the Licensed Material is

translated, altered, arranged, transformed, or otherwise modified in a manner requiring

permission under the Copyright and Similar Rights held by the Licensor. For purposes of

this Public License, where the Licensed Material is a musical work, performance, or

sound recording, Adapted Material is always produced where the Licensed Material is

synched in timed relation with a moving image.

b. Copyright and Similar Rights means copyright and/or similar rights closely related to

copyright including, without limitation, performance, broadcast, sound recording, and

Sui Generis Database Rights, without regard to how the rights are labeled or categorized.
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For purposes of this Public License, the rights specified in Section 2(b)(1)-(2) are not

Copyright and Similar Rights.

c. Effective Technological Measures means those measures that, in the absence of proper

authority, may not be circumvented under laws fulfilling obligations under Article 11 of

the WIPO Copyright Treaty adopted on December 20, 1996, and/or similar international

agreements.

d. Exceptions and Limitations means fair use, fair dealing, and/or any other exception or

limitation to Copyright and Similar Rights that applies to Your use of the Licensed

Material.

e. Licensed Material means the artistic or literary work, database, or other material to

which the Licensor applied this Public License.

f. Licensed Rights means the rights granted to You subject to the terms and conditions of

this Public License, which are limited to all Copyright and Similar Rights that apply to

Your use of the Licensed Material and that the Licensor has authority to license.

g. Licensor means the individual(s) or entity(ies) granting rights under this Public License.

h. NonCommercial means not primarily intended for or directed towards commercial

advantage or monetary compensation. For purposes of this Public License, the exchange

of the Licensed Material for other material subject to Copyright and Similar Rights by

digital file-sharing or similar means is NonCommercial provided there is no payment of

monetary compensation in connection with the exchange.

i. Share means to provide material to the public by any means or process that requires

permission under the Licensed Rights, such as reproduction, public display, public

performance, distribution, dissemination, communication, or importation, and to make

material available to the public including in ways that members of the public may access

the material from a place and at a time individually chosen by them.
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j. Sui Generis Database Rights means rights other than copyright resulting from Directive

96/9/EC of the European Parliament and of the Council of 11 March 1996 on the legal

protection of databases, as amended and/or succeeded, as well as other essentially

equivalent rights anywhere in the world.

k. You means the individual or entity exercising the Licensed Rights under this Public

License. Your has a corresponding meaning.

Section 2 – Scope.

a. License grant.

1. Subject to the terms and conditions of this Public License, the Licensor hereby

grants You a worldwide, royalty-free, non-sublicensable, non-exclusive, irrevocable

license to exercise the Licensed Rights in the Licensed Material to:

A. reproduce and Share the Licensed Material, in whole or in part, for

NonCommercial purposes only; and

B. produce and reproduce, but not Share, Adapted Material for NonCommercial

purposes only.

2. Exceptions and Limitations. For the avoidance of doubt, where Exceptions and

Limitations apply to Your use, this Public License does not apply, and You do not

need to comply with its terms and conditions.

3. Term. The term of this Public License is specified in Section 6(a).

4. Media and formats; technical modifications allowed. The Licensor authorizes You

to exercise the Licensed Rights in all media and formats whether now known or

hereafter created, and to make technical modifications necessary to do so. The

Licensor waives and/or agrees not to assert any right or authority to forbid You

from making technical modifications necessary to exercise the Licensed Rights,
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including technical modifications necessary to circumvent Effective Technological

Measures. For purposes of this Public License, simply making modifications

authorized by this Section 2(a)(4) never produces Adapted Material.

5. Downstream recipients.

A. Offer from the Licensor – Licensed Material. Every recipient of the Licensed

Material automatically receives an offer from the Licensor to exercise the

Licensed Rights under the terms and conditions of this Public License.

B. No downstream restrictions. You may not offer or impose any additional or

different terms or conditions on, or apply any Effective Technological

Measures to, the Licensed Material if doing so restricts exercise of the Licensed

Rights by any recipient of the Licensed Material.

6. No endorsement. Nothing in this Public License constitutes or may be construed as

permission to assert or imply that You are, or that Your use of the Licensed Material

is, connected with, or sponsored, endorsed, or granted official status by, the

Licensor or others designated to receive attribution as provided in Section

3(a)(1)(A)(i).

b. Other rights.

1. Moral rights, such as the right of integrity, are not licensed under this Public

License, nor are publicity, privacy, and/or other similar personality rights; however,

to the extent possible, the Licensor waives and/or agrees not to assert any such

rights held by the Licensor to the limited extent necessary to allow You to exercise

the Licensed Rights, but not otherwise.

2. Patent and trademark rights are not licensed under this Public License.

3. To the extent possible, the Licensor waives any right to collect royalties from You for

the exercise of the Licensed Rights, whether directly or through a collecting society

under any voluntary or waivable statutory or compulsory licensing scheme. In all
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other cases the Licensor expressly reserves any right to collect such royalties,

including when the Licensed Material is used other than for NonCommercial

purposes.

Section 3 – License Conditions.

Your exercise of the Licensed Rights is expressly made subject to the following conditions.

a. Attribution.

1. If You Share the Licensed Material, You must:

A. retain the following if it is supplied by the Licensor with the Licensed Material:

i. identification of the creator(s) of the Licensed Material and any others

designated to receive attribution, in any reasonable manner requested by

the Licensor (including by pseudonym if designated);

ii. a copyright notice;

iii. a notice that refers to this Public License;

iv. a notice that refers to the disclaimer of warranties;

v. a URI or hyperlink to the Licensed Material to the extent reasonably

practicable;

B. indicate if You modified the Licensed Material and retain an indication of any

previous modifications; and

C. indicate the Licensed Material is licensed under this Public License, and

include the text of, or the URI or hyperlink to, this Public License.

For the avoidance of doubt, You do not have permission under this Public License

to Share Adapted Material.

2. You may satisfy the conditions in Section 3(a)(1) in any reasonable manner based

on the medium, means, and context in which You Share the Licensed Material. For
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example, it may be reasonable to satisfy the conditions by providing a URI or

hyperlink to a resource that includes the required information.

3. If requested by the Licensor, You must remove any of the information required by

Section 3(a)(1)(A) to the extent reasonably practicable.

Section 4 – Sui Generis Database Rights.

Where the Licensed Rights include Sui Generis Database Rights that apply to Your use of

the Licensed Material:

a. for the avoidance of doubt, Section 2(a)(1) grants You the right to extract, reuse,

reproduce, and Share all or a substantial portion of the contents of the database for

NonCommercial purposes only and provided You do not Share Adapted Material;

b. if You include all or a substantial portion of the database contents in a database in which

You have Sui Generis Database Rights, then the database in which You have Sui Generis

Database Rights (but not its individual contents) is Adapted Material; and

c. You must comply with the conditions in Section 3(a) if You Share all or a substantial

portion of the contents of the database.

For the avoidance of doubt, this Section 4 supplements and does not replace Your

obligations under this Public License where the Licensed Rights include other Copyright and

Similar Rights.

Section 5 – Disclaimer of Warranties and Limitation of Liability.

a. Unless otherwise separately undertaken by the Licensor, to the extent possible, the

Licensor offers the Licensed Material as-is and as-available, and makes no

representations or warranties of any kind concerning the Licensed Material, whether

express, implied, statutory, or other. This includes, without limitation, warranties of

title, merchantability, fitness for a particular purpose, non-infringement, absence of
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latent or other defects, accuracy, or the presence or absence of errors, whether or not

known or discoverable. Where disclaimers of warranties are not allowed in full or in

part, this disclaimer may not apply to You.

b. To the extent possible, in no event will the Licensor be liable to You on any legal theory

(including, without limitation, negligence) or otherwise for any direct, special,

indirect, incidental, consequential, punitive, exemplary, or other losses, costs,

expenses, or damages arising out of this Public License or use of the Licensed

Material, even if the Licensor has been advised of the possibility of such losses, costs,

expenses, or damages. Where a limitation of liability is not allowed in full or in part,

this limitation may not apply to You.

c. The disclaimer of warranties and limitation of liability provided above shall be

interpreted in a manner that, to the extent possible, most closely approximates an

absolute disclaimer and waiver of all liability.

Section 6 – Term and Termination.

a. This Public License applies for the term of the Copyright and Similar Rights licensed

here. However, if You fail to comply with this Public License, then Your rights under this

Public License terminate automatically.

b. Where Your right to use the Licensed Material has terminated under Section 6(a), it

reinstates:

1. automatically as of the date the violation is cured, provided it is cured within 30

days of Your discovery of the violation; or

2. upon express reinstatement by the Licensor.

For the avoidance of doubt, this Section 6(b) does not affect any right the Licensor may

have to seek remedies for Your violations of this Public License.
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c. For the avoidance of doubt, the Licensor may also offer the Licensed Material under

separate terms or conditions or stop distributing the Licensed Material at any time;

however, doing so will not terminate this Public License.

d. Sections 1, 5, 6, 7, and 8 survive termination of this Public License.

Section 7 – Other Terms and Conditions.

a. The Licensor shall not be bound by any additional or different terms or conditions

communicated by You unless expressly agreed.

b. Any arrangements, understandings, or agreements regarding the Licensed Material not

stated herein are separate from and independent of the terms and conditions of this

Public License.

Section 8 – Interpretation.

a. For the avoidance of doubt, this Public License does not, and shall not be interpreted to,

reduce, limit, restrict, or impose conditions on any use of the Licensed Material that

could lawfully be made without permission under this Public License.

b. To the extent possible, if any provision of this Public License is deemed unenforceable, it

shall be automatically reformed to the minimum extent necessary to make it

enforceable. If the provision cannot be reformed, it shall be severed from this Public

License without affecting the enforceability of the remaining terms and conditions.

c. No term or condition of this Public License will be waived and no failure to comply

consented to unless expressly agreed to by the Licensor.

d. Nothing in this Public License constitutes or may be interpreted as a limitation upon, or

waiver of, any privileges and immunities that apply to the Licensor or You, including

from the legal processes of any jurisdiction or authority.
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